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 We live in a period where almost every member of the IT community argues about 
cloud computing and its security and trustworthiness, and very often does this in 
generic terms or, worse still, with statements based on false myths and a FUD (fear, 
uncertainty and doubt) approach. I was therefore very pleased to read through the 
pages of this book, with its excellent collection of ideas, concepts and criticisms 
of the current state of the art, as well as cutting-edge solutions to safe provision 
of cloud computing, performance of informed risk-based decision-making and 
architecting secure, reliable and legally compliant cloud services. The book comes 
with a perfect timing, as it supports the cloud-computing community during a period 
of crucial business and policy decision-making and action (e.g., with activities 
including the European Cloud Strategy, Governmental Clouds and the revision of 
the Privacy and Data Protection legislation in the EU, the USA and New Zealand). 

 In my view, this is a book written by thought leaders for thought leaders, critical 
minds and forward looking cloud strategists. 

 Managing Director, Cloud Security Alliance Europe Daniele Catteddu   

     Foreword   
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   … many still hesitate before the Cloud. They worry: how do I know what service 
I am buying? Will my data be protected? Which providers can I trust? If I don’t like what 
I am getting, can I switch providers easily? Or, if I really don’t like what I’m getting, can I 
easily enforce the contract through legal action? 

 EU Commissioner Neelie Kroes – Setting up the European Cloud Partnership, World 
Economic Forum, Davos, Switzerland, 26th January 2012   

   Overview and Goals    

 Cloud computing has emerged to address an explosive growth of web-connected 
devices and to handle massive amounts of data. It is de fi ned and characterized by 
massive scalability and new Internet-driven economics. Despite the enormous 
potential and rapid growth, privacy, security and trust for cloud remain areas of 
concern and uncertainty, and the risks need to be better understood. This is a major 
barrier to the switch to cloud models, due largely to lack of consumer trust and to 
regulatory complexity. New solutions need to be developed urgently. Of course, 
there is a strong business pull for this from regulators, governmental initiatives and 
companies. For example:

  The government will push ahead with … the shift towards cloud computing. It will mandate 
the reuse of proven, common application solutions and policies. These solutions must 
balance the need to be open, accessible and usable with the growing cyber-security threat 
and the need to handle sensitive information with due care.  

from UK Government ICT Cloud Strategy,   http://www.cabinetof fi ce.gov.uk/sites/
default/ fi les/resources/government-cloud-strategy_0.pdf     

 This book analyses privacy and security issues related to cloud computing and 
provides a range of in-depth cutting-edge chapters describing proposed solutions 
from researchers specializing in this area. It is a collection of papers on privacy, secu-
rity, risk and trust in cloud computing that is loosely based upon selected papers from 
the International Workshop on Cloud Privacy, Security, Risk & Trust (CPSRT 2010) 

   Preface   
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at the IEEE 2nd International Conference on Cloud Computing Technology and 
Science, as well as some additional invited chapters from PC and steering commit-
tee members. 

 Addressing privacy issues in cloud computing is not a straightforward issue. 
Privacy laws both at the location of processing and at the location of data origin may 
need to be taken into account. Cloud computing can exacerbate this requirement, 
since the geographic location of processing can be extremely dif fi cult to determine 
due to cloud computing’s dynamic nature. Another issue is user-centric control, 
which can be a legal requirement and also something consumers want. However, 
in cloud computing, the consumers’ data is processed in the cloud, on machines 
they do not own or control, and there is a threat of theft, misuse or unauthorized 
resale. Thus, the build-up of adequate trust for consumers to switch to cloud services 
can in some cases become an important necessity. 

 In the case of security, some cloud-computing applications simply lack adequate 
security protection such as  fi ne-grained access control and user authentication. 
Since enterprises are attracted to cloud computing due to potential savings in IT 
outlay and management, it is necessary to understand the business risks involved. 
If cloud computing is to be successful, it must be trusted by its users. Therefore, 
we need to clarify what the components of such trust are and how trust can be 
achieved for security as well as for privacy. 

 Cloud business models can magnify privacy and security issues faced in subcon-
tracting and offshoring. The cloud’s dynamism renders inappropriate many traditional 
mechanisms for establishing trust and regulatory control. The cloud’s autonomic and 
virtualized aspects can bring new threats, such as cross-virtual machine side-channel 
attacks, or vulnerabilities due to data proliferation, dynamic provisioning, the dif fi culty 
in identifying physical servers’ locations or a lack of standardization. Furthermore, 
although service composition is easier in cloud computing, some services might 
have a malicious source. In general in the cloud, establishing risks and obligations, 
implementing appropriate operational responses and dealing with regulatory 
requirements are more challenging than with traditional server architectures. 

 As shown in the Trust Domains project, 1  business customers value high transpar-
ency, remediation and assurance, and if organizations can provide these, the custom-
ers will trust the organizations more and their brand image will be improved. If an 
organization is a cloud service provider or operator, this trust translates to a greater 
willingness for its customers to make the switch to cloud. This is particularly the 
case where business con fi dential or sensitive information is involved. Moreover, 
as customers shift to cloud models, they shift their focus from systems (which they 
used to control) to data and how that will be treated by other entities on their 
behalf. They require assurance that their data will be treated properly. This requires 
mechanisms to provide both adequate security for all data and also  protection of 

   1   Crane, S., Gill, M.: Framework and Usage Scenarios for Data Sharing. D1.3, 
Trust Domain Guide, March (2012).   http://www.hpl.hp.com/research/cloud_ security/
TDoms_WP1_D1_3_-_Trust%20Domain%20Guide_-_Rel_1_0.pdf      

http://www.hpl.hp.com/research/cloud_security/TDoms_WP1_D1_3_-_Trust%2520Domain%2520Guide_-_Rel_1_0.pdf
http://www.hpl.hp.com/research/cloud_security/TDoms_WP1_D1_3_-_Trust%2520Domain%2520Guide_-_Rel_1_0.pdf
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personal data. By using these mechanisms, risk is reduced both for organizations 
and their customers. These risks are a top concern when moving to cloud comput-
ing. For example, the European Network and Information Security Agency (ENISA)’s 
cloud-computing risk assessment report states “loss of governance” as a top risk 
of cloud computing, especially for infrastructure as a service (IaaS). “Data loss or 
leakages” is also one of the top seven threats the Cloud Security Alliance (CSA) 
lists in its  Top Threats to Cloud Computing  report.  

   Organization of This Book 

 This book reports on the latest advances in privacy, security and risk technologies 
within cloud environments. It is organized into eight chapters across four headings. 
References are included at the end of each chapter, and a Glossary of terms is given 
at the end of the book. 

 A brief description of each chapter follows. 

 Part I: Introduction to the Issues 

  Chapter   1    : “Privacy, Security and Trust in Cloud Computing”  
 This chapter begins by providing background information on cloud computing and 
on the relationship between privacy, security and trust. It then assesses how security, 
trust and privacy issues occur in the context of cloud computing and brie fl y discusses 
ways in which they may be addressed. 

 Part II: Law Enforcement and Audits 

  Chapter   2     :  “Accessing Data in the Cloud: The Long Arm of the Law Enforcement 
Agent”  
 This chapter considers various forensic challenges for legal access to data in a cloud-
computing environment and discusses questions of power raised by the exercise of 
legal access enforcement. 

  Chapter   3    : “A Privacy Impact Assessment Tool for Cloud Computing”  
 This chapter discusses requirements for Privacy Impact Assessments (PIAs) for the 
cloud and explains how a PIA decision support tool may be constructed. 

  Chapter   4    : “Understanding Cloud Audits”  
 This chapter discusses the use of cloud audits to attenuate cloud security problems, 
including an agent-based “Security Audit as a Service” architecture. 

http://dx.doi.org/10.1007/978-1-4471-4189-1_1
http://dx.doi.org/10.1007/978-1-4471-4189-1_2
http://dx.doi.org/10.1007/978-1-4471-4189-1_3
http://dx.doi.org/10.1007/978-1-4471-4189-1_4


x Preface

 Part III: Security and Integrity 

  Chapter   5    : “Security Infrastructure for Dynamically Provisioned Cloud Infra-
structure Services”  
 This chapter discusses conceptual issues, basic requirements and practical suggestions 
for provisioning dynamically con fi gured access control services in the cloud. 

  Chapter   6    : “Modeling the Runtime Integrity of Cloud Servers: A Scoped Invariant 
Perspective”  
 This chapter proposes scoped invariants as a primitive for analyzing a cloud server 
for its integrity properties. A key bene fi t of this approach is that the con fi rmation of 
integrity can increase trust in the cloud server, and its capacity to properly handle 
customers’ data. 

 Part IV: Risk Considerations 

  Chapter   7    : “Inadequacies of Current Risk Controls for the Cloud”  
 This chapter examines the applicability (with respect to various service interfaces) 
to cloud-computing environments of controls that are currently deployed according 
to standards and best practices for mitigating information-security risks within an 
enterprise. 

  Chapter   8    : “Enterprise Information Risk Management: Dealing with Cloud 
Computing”  
 This chapter discusses risk management for cloud computing from an enterprise 
perspective. The discussion includes decision-making and developments in trusted 
infrastructures, using examples and case studies.  

   Target Audiences 

 The target audience for this book is composed of business professionals, students 
and researchers interested in (or already working in) the  fi eld of privacy and security 
protection for the cloud and/or complex service provisioning. 

 This book would be of interest to an audience spanning a variety of disciplines. 
The broad range of topics addressed centres around privacy and security issues and 
approaches related to cloud computing including trust, risk and legal aspects. For 
newcomers to these areas, the book provides a solid overview of privacy, security and 
trust issues in the cloud. For experts, it provides details of novel cutting-edge 
research in inter-related areas as carried out by the various authors.  

http://dx.doi.org/10.1007/978-1-4471-4189-1_5
http://dx.doi.org/10.1007/978-1-4471-4189-1_6
http://dx.doi.org/10.1007/978-1-4471-4189-1_7
http://dx.doi.org/10.1007/978-1-4471-4189-1_8
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3S. Pearson and G. Yee (eds.), Privacy and Security for Cloud Computing, 
Computer Communications and Networks, DOI 10.1007/978-1-4471-4189-1_1, 
© Springer-Verlag London 2013

  Abstract   Cloud computing refers to the underlying infrastructure for an emerging 
model of service provision that has the advantage of reducing cost by sharing 
computing and storage resources, combined with an on-demand provisioning mecha-
nism relying on a pay-per-use business model. These new features have a direct 
impact on information technology (IT) budgeting but also affect traditional security, 
trust and privacy mechanisms. The advantages of cloud computing—its ability to 
scale rapidly, store data remotely and share services in a dynamic environment—
can become disadvantages in maintaining a level of assurance suf fi cient to sustain 
con fi dence in potential customers. Some core traditional mechanisms for addressing 
privacy (such as model contracts) are no longer  fl exible or dynamic enough, so new 
approaches need to be developed to  fi t this new paradigm. In this chapter, we assess 
how security, trust and privacy issues occur in the context of cloud computing and 
discuss ways in which they may be addressed.  

  Keywords   Cloud computing  •  Privacy  •  Security  •  Risk  •  Trust      

    1.1   Introduction 

 Although there is no de fi nitive de fi nition for cloud computing, a de fi nition that is 
commonly accepted is provided by the United States National Institute of Standards 
and Technologies (NIST):

  Cloud computing is a model for enabling ubiquitous, convenient, on-demand network 
access to a shared pool of con fi gurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction.  [  1  ]    

    S.   Pearson   (*)
     Cloud and Security Lab, HP Labs ,   Bristol ,  UK       
e-mail:  Siani.Pearson@hp.com   

    Chapter 1   
 Privacy, Security and Trust 
in Cloud Computing       

      Siani   Pearson         
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 This shared pool of resources is uni fi ed through virtualization or job scheduling 
techniques. Virtualization is the creation of a set of logical resources (whether it be 
a hardware platform, operating system, network resource or other resource) usually 
implemented by software components that act like physical resources. In particular, 
software called a ‘hypervisor’ emulates physical computer hardware and thus allows 
the operating system software running on the virtual platform—a virtual machine 
(VM)—to be separated from the underlying hardware resources. 

 The resources made available through cloud computing include hardware and 
systems software on remote data centres, as well as services based upon these that 
are accessed through the Internet; these resources can be managed to dynamically 
scale up to match the load, using a pay-per-resources business model. Key features 
advertised are elasticity, multi-tenancy, maximal resource utilization and pay per 
use. These new features provide the means to leverage large infrastructures like data 
centres through virtualization or job management and resource management. 

 Cloud computing (or, more simply, ‘cloud’) provides a market opportunity with 
a huge potential both for ef fi ciency and new business opportunities (especially in 
service composition) and is almost certain to deeply transform our information 
technology infrastructures, models and services. Not only are there cost savings due 
to economies of scale on the service provider side and pay-as-you-go models, but 
business risk is decreased because there is less need to borrow money for upfront 
investment in infrastructure. 

 The adoption of cloud computing may move quite quickly depending on local 
requirements, business context and market speci fi cities. We are still in the early 
stages, but cloud technologies are becoming adopted widely in all parts of the world. 
The economic potential of cloud computing and its capacity to accelerate innova-
tion are putting business and governments under increased pressure to adopt cloud 
computing-based solutions. 

 Although the hype around cloud tends to encourage people to think that it is a 
universal panacea, this is not the case and quite often promoters ignore the inherent 
complexities added by the cloud. There are a number of challenges to providing 
cloud computing services: the need to comply with local and regional regulations; 
obtaining the necessary approvals when data is accessed from another jurisdiction; 
some additional complexity in terms of governance, maintenance and liability inher-
ent to cloud; and a perceived lack of trust in cloud services. Many chief information 
of fi cers (CIOs) in large enterprises identify security concerns as the top reason for 
not embracing the public cloud more aggressively and not bene fi tting from associ-
ated cost optimizations  [  2,   3  ] . Added to this rather common concern from technical 
audiences is a growing concern from data subjects, consumer advocates and regula-
tors about the potentially signi fi cant impact on personal data protection and the 
required compliance to local regulations  [  4,   5  ] . The Patriot Act—a US federal law 
that can compel the legal request of customer and employee privacy information—
in particular causes fears about transferring information to the USA  [  6  ] . Cloud can 
exacerbate the strain on traditional frameworks for privacy that globalization 
has already started. For example, location matters from a legal point of view, but in 
the cloud, information might be in multiple places, might be managed by different 



51 Privacy, Security and Trust in Cloud Computing

entities and it may be dif fi cult to know the geographic location and which speci fi c 
servers or storage devices are being used. It is currently dif fi cult to ascertain and 
meet compliance requirements, as existing global legislation is complex and includes 
export restrictions, data retention restrictions, sector-speci fi c restrictions and legis-
lation at state and/or national levels. Legal advice is required, transborder data 
 fl ow restrictions need to be taken into account, and care must be taken to delete data 
and virtual storage devices when appropriate. Although often there is a focus on 
security, in fact the most complex issue to address is privacy. 

 Context is an important aspect, as different information can have different 
privacy, security and con fi dentiality requirements. Privacy needs to be taken into 
account only if the cloud service handles personal information (in the sense of 
collecting, transferring, processing, sharing, accessing or storing it). Moreover, 
privacy threats differ according to the type of cloud scenario. There is a low privacy 
threat if the cloud services are to process information that is (or is very shortly to be) 
public. That is why the  New York Times  mass conversion of scanned images to PDF 
in the early stages of the cloud, which was at the time often highlighted as a classic 
demonstration of the bene fi ts of a cloud approach, was a good scenario for cloud 
computing. On the other hand, there is a high privacy threat for cloud services that 
are dynamically personalized, based on people’s location, preferences, calendar, 
social networks, etc. Even if the same information is involved, there may be different 
data protection requirements in different contexts due to factors including location 
and trust in the entities collecting and processing it. In addition, it should be borne 
in mind that there may be con fi dentiality issues in the cloud even if there is no 
‘personal data’ involved: in particular, intellectual property and trade secrets may 
require protection that is similar to personal data and in some cases may bene fi t 
from practices and technologies developed speci fi cally for ensuring appropriate 
personal data handling within the network of cloud service providers (which in this 
chapter we will refer to as a ‘cloud ecosystem’). 

 Opportunities are being created for some service providers to offer cloud services 
that have greater assurance and that employ mechanisms to reduce risk. These 
services might be more expensive than ones with minimal guarantees in terms of 
security and privacy, but in certain contexts and especially where sensitive 
information is involved, it is what is needed to foster trust in using such services 
while still allowing economic savings and other bene fi ts of cloud computing. The 
potential can be very good: for small- and medium-sized enterprises (SMEs) in 
particular, greater security can actually be achieved via the use of cloud services 
than they have the expertise or budget to provide in-house. On the other hand, there 
are a number of potential pitfalls and complications, especially due to the global 
nature of business and the associated potential for increased data exposure and non-
compliance with a matrix of different regulations, and these need to be addressed. 

 Overall, there is a paradigm change with cloud that can increase security concerns 
(especially loss of control, data integrity, data con fi dentiality and access by govern-
ments due to US Patriot Act and other legislation), resulting in complexity increasing 
along organizational, technical and regulatory dimensions. We shall consider these 
aspects further in this chapter. 
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 The structure of the chapter is as follows:

   Section  • 1.2  gives an overview of cloud computing deployment and service 
models.  
  Section  • 1.3  discusses the sometimes complex relationship between privacy, 
security and trust.  
  Section  • 1.4  describes privacy issues for cloud computing.  
  Section  • 1.5  describes security issues for cloud computing.  
  Section  • 1.6  describes trust issues for cloud computing.  
  Section  • 1.7  brie fl y discusses a number of approaches to addressing privacy, 
security and trust issues in cloud computing.  
  Section  • 1.8  provides a summary and conclusions.     

    1.2   Cloud Deployment and Service Models 

 Building on the explanation given in the previous section, cloud computing refers to 
the underlying infrastructure (which may be very complex) that provides services 
to customers via de fi ned interfaces. There are different layers of cloud services 
that refer to different types of  service model,  each offering discrete capabilities. 
Apart from management and administration, the major layers are:

    Infrastructure as a Service (IaaS):  the delivery of computing resources as a service, 
including virtual machines and other abstracted hardware and operating systems. 
The resources may be managed through a service Application Programming 
Interface (API). The customer rents these resources rather than buying and 
installing them in its data centre, and often, the resources are dynamically scalable, 
paid for on a usage basis. Examples include Amazon EC2 and S3.  

   Platform as a Service (PaaS):  the delivery of a solution stack for software develop-
ment including a runtime environment and lifecycle management software. This 
allows customers to develop new applications using APIs deployed and con fi gurable 
remotely. Examples include Google App Engine, Force.com and Microsoft Azure.  

   Software as a Service (SaaS):  the delivery of applications as a service, available on 
demand and paid for on a per-use basis. In simple multi-tenancy, each customer has 
its own resources that are segregated from those of other customers. A more ef fi cient 
form is  fi ne-grained multi-tenancy, where all resources are shared, except that cus-
tomer data and access capabilities are segregated within the application. Examples 
include online word processing and spreadsheet tools, customer relationship man-
agement (CRM) services and web content delivery services (Salesforce CRM, 
Google Docs, etc.)    

 These three are the main layers, although there can also be other forms of service 
provided, such as business process as a service, data as a service, security as a 
service, storage as a service, etc. 
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 These layers form a kind of stack, as illustrated in Fig.  1.1 . For example, in IaaS, 
consumers can deploy and run software, with a cloud service provider (CSP) con-
trolling the underlying cloud infrastructure. In PaaS, consumers deploy (onto a 
cloud infrastructure run by a CSP) applications that have been created using pro-
gramming languages and tools supported by that provider. In SaaS, consumers use 
CSPs’ applications running on a cloud infrastructure that is typically provided 
by another CSP. In practice, IT vendors providing cloud services often include 
elements from several layers.  

 Cloud computing has several  deployment models , of which the main ones are:

    Private : a cloud infrastructure operated solely for an organization, being accessible 
only within a private network and being managed by the organization or a third 
party (potentially off premise)  

   Public : a publicly accessible cloud infrastructure  

   Community : a cloud infrastructure shared by several organizations with shared 
concerns  

   Hybrid : a composition of two or more clouds that remain separate but between 
which there can be data and application portability  

   Partner : cloud services offered by a provider to a limited and well-de fi ned number 
of parties    

 Cloud computing services use ‘autonomic’ or self-regulating technologies 
which allow services to react and make decisions on their own, independently of 

Infrastructure as a Service (IaaS)

Platform as a Service (PaaS)

Software as a Service (SaaS)

Physical Infrastructure

End Users

  Fig. 1.1    Cloud service models        



8 S. Pearson

CSP operators and transparently to customers, based on preset policies or rules; 
autonomic processes might, for example, independently scale up service provision 
in reaction to a customer’s usage, or transfer data processing within a virtual machine 
from a physical server location in the USA to another in Japan, based on the 
comparative usage of the physical servers. 

 In most of these cloud computing models, multiple customers share software and 
infrastructure hosted remotely—a process known as  multi-tenancy . Hence, one 
instance of software, and the physical machine it runs on, serves clients from different 
companies, although security mechanisms are used to provide a protected VM envi-
ronment for each user. Therefore, cloud computing can be thought of as an evolu-
tion of outsourcing, where an organization’s business processes or infrastructures 
are contracted out to a different provider. A key difference is that with cloud com-
puting, it can be dif fi cult, or even impossible, to identify exactly where the organiza-
tion’s data actually is. This is partly because CSPs may have server farms in several 
countries, and it may not be possible for the CSP to guarantee to a customer that 
data will be processed in a particular server farm, or even country. Amazon Web 
Services (AWS) and Google have multiple data centres worldwide, details of the 
locations of which are often con fi dential. Offshoring, a term traditionally used 
where business processes are relocated to a different country, is thus also seen as a 
common element of cloud service provision. 

 In addition, it is the case that just as their customers use cloud services to obtain 
variable amounts of service provision according to their needs over time (usually 
referred to as ‘scalability’), CSPs may themselves lease processing and storage 
capacity from other service providers to meet their own requirements. Thus, when 
a customer processes data using a CSP, that data may simultaneously reside in a 
jurisdiction outside that of both the customer and CSP, and on a third party’s 
computer systems. 

 From a legal and regulatory compliance perspective, several of the key characteristics 
of cloud computing services including outsourcing, offshoring, virtualization and 
autonomic technologies may be problematic, for reasons ranging from software 
licensing, and the content of service-level agreements (SLAs), to determining which 
jurisdiction’s laws apply to data hosted ‘in the cloud’ and the ability to comply with 
data privacy laws  [  7,   8  ] . For example, the autonomic aspect of cloud computing can 
pose new risks, namely, self-optimization and self-healing. Self-optimization grants a 
degree of autonomy in decision making, for example, automatically adapting services 
to meet the changing needs of customers and service providers; this challenges 
enterprises’ abilities to maintain consistent security standards. Self-healing allows 
CSPs to provide appropriate business continuity, recovery and backup, but it may not 
be possible to determine with any speci fi city where data processing takes place within 
the cloud infrastructure  [  9  ] . Autonomic aspects of cloud computing—like many of the 
other aspects mentioned above—are one of its assets but need to be tailored to be 
compliant with privacy and legal issues. 

 Before considering the privacy, security and trust issues associated with cloud 
computing in more detail, we analyse in the next section what these terms mean and 
how they interrelate.  
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    1.3   The Relationship Between Privacy, Security and Trust 

 Privacy and trust are both complex notions for which there is no standard, universally 
accepted de fi nition. Consequently, the relationship between privacy, security and 
trust is necessarily intricate. In this section, we explain some of the main elements of 
this relationship. 

    1.3.1   Privacy 

 At the broadest level (and particularly from a European standpoint), privacy is a 
fundamental human right, enshrined in the United Nations Universal Declaration 
of Human Rights (1948) and subsequently in the European Convention on Human 
Rights and national constitutions and charters of rights such as the UK Human Rights 
Act 1998. Since at least the 1970s, the primary focus of privacy has been personal 
information, and particularly concerned with protecting individuals from government 
surveillance and potential mandatory disclosure of private information in databases. 
A decade later, concerns were raised related to direct marketing and telemarketing, 
and, later still, consideration was given to the increasing threat of online identity 
theft and spamming. There are various forms of privacy, ranging from ‘the right to 
be left alone’  [  10  ] , ‘control of information about ourselves’  [  11  ] , ‘the rights and 
obligations of individuals and organizations with respect to the collection, use, 
disclosure, and retention of personally identi fi able information’  [  12  ]  and focus on the 
harms that arise from privacy violations  [  13  ] . Another in fl uence is Nissenbaum’s 
idea of privacy as ‘contextual integrity’, whereby the nature of challenges posed by 
information technologies may be measured. Contextual integrity binds adequate 
protection for privacy to norms of speci fi c contexts that are essentially constraints 
on information  fl ows, so that information gathering and dissemination should be 
made appropriate to the particular context  [  14,   15  ] . 

 In the commercial, consumer context, privacy entails the protection and appro-
priate use of the personal information of customers and the meeting of expectations 
of customers about its use. For organizations, privacy entails the application of laws, 
policies, standards and processes by which personal information is managed. What 
is appropriate will depend on the applicable laws, individuals’ expectations about 
the collection, use and disclosure of their personal information and other contextual 
information; hence, one way of thinking about privacy is just as ‘the appropriate 
use of personal information under the circumstances’  [  16  ] .  Data protection  is the 
management of personal information and is often used within the European Union 
in relation to privacy-related laws and regulations (although in the USA the usage of 
this term is focussed more on security). 

 In broad terms, personal information describes facts, communications or opinions 
which relate to the individual and which it would be reasonable to expect him or her 
to regard as intimate or sensitive and therefore about which he or she might want to 
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restrict collection, use or sharing. The terms ‘personal information’ and ‘personal 
data’ are commonly used within Europe and Asia, whereas in the USA, the term 
‘Personally Identi fi able Information’ (PII) is normally used, but they are generally 
used to refer to the same (or a very similar) concept. This can be de fi ned as 
information that can be traced to a particular individual and include such things as 
name, address, phone number, social security or national identity number, credit 
card number, email address, passwords and date of birth. There are a number of 
types of information that could be personal data but are not necessarily so in all 
circumstances, such as usage data collected from computer devices such as printers; 
location data; behavioural information such as viewing habits for digital content; 
users’ recently visited websites or product usage history and online identi fi ers such 
as IP addresses, radio-frequency identity (RFID) tags, cookie identi fi ers and unique 
hardware identities. 

 The current European Union (EU) de fi nition of  personal data  is that

  ‘personal’ data shall mean any information relating to an identi fi ed or identi fi able natural 
person (‘data subject’); an    identifable person is one who can be identi fi ed, directly or indirectly, 
in particular by reference to an identi fi cation number or to one or more factors speci fi c to 
his physical, physiological, mental, economic, cultural or social identity;  [  17 , p. 8 ]    

 Some personal data elements are considered more sensitive than others, although 
the de fi nition of what is considered  sensitive personal information  may vary depending 
upon jurisdiction and even on particular regulations. In Europe, sensitive personal 
information is called  special categories of data , which refers to information on reli-
gion or race, political opinions, health, sexual orientation, trade-union membership 
and data relating to offences or criminal convictions, and its handling is specially 
regulated. In the USA, social security and driver’s licence numbers, personal 
 fi nancial information and medical records are commonly treated as sensitive. Health 
information is considered sensitive by all data protection laws that defi ne this cate-
gory. Other information that may be considered sensitive includes job performance 
information, biometric information and collections of surveillance camera images in 
public places. In general, sensitive information requires additional privacy and secu-
rity limitations or safeguards because it can be considered as a subset of personal 
information with an especially sensitive nature. 

 Key privacy terminology includes the notion of data controller, data processor 
and data subject. Their meaning is as follows:

    Data controller  : An entity (whether a natural or legal person, public authority, agency 
or other body) which alone, jointly or in common with others determines the purposes 
for which and the manner in which any item of personal information is processed  

   Data processor  : An entity (whether a natural or legal person, public authority, 
agency or any other body) which processes personal information on behalf and 
upon instructions of the data controller  

   Data subject  : An identi fi ed or identi fi able individual to whom personal informa-
tion relates, whether such identi fi cation is direct or indirect (e.g. by reference to an 
identi fi cation number or to one or more factors speci fi c to physical, physiological, 
mental, economic, cultural or social identity)    
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 The fair information practices developed in the USA in the 1970s  [  18  ]  and later 
adopted and declared as principles by the Organisation for Economic Co-operation 
and Development (OECD) and the Council of Europe  [  19  ]  form the basis for most 
data protection and privacy laws around the world. These principles can be broadly 
described as follows:

    1.     Data collection limitation : data should be collected legally with the consent of 
the data subject where appropriate and should be limited to the data that is 
needed.  

    2.     Data quality : data should be relevant and kept accurate.  
    3.     Purpose speci fi cation : the purpose should be stated at the time of data 

collection.  
    4.     Use limitation : personal data should not be used for other purposes unless with 

the consent of the individual.  
    5.     Security : personal data should be protected by a reasonable degree of security.  
    6.     Openness : individuals should be able to  fi nd out what personal data is held and 

how it is used by an organization.  
    7.     Individual participation : an individual should be able to obtain details of all 

information about them held by a data controller and challenge it if incorrect.  
    8.     Accountability : the data controller should be accountable for complying with 

these principles.     

 This framework can enable the sharing of personal information across participating 
jurisdictions without the need for individual contracts. Furthermore, the legislation 
supports the observation and enforcement of the protection of personal information 
as a fundamental right. 

 In Europe, the European Data Protection Directive 95/46/EC (and its support-
ing country legislation) implements these Fair Information Principles, along with 
some additional requirements including transborder data  fl ow restrictions. 
Legislation similar to the European Data Protection Directive has been, and continues 
to be, enacted in many other countries, including Australia, New Zealand, Hong 
Kong, Japan and APEC. Notably, legislation in Canada, Argentina, Israel, 
Switzerland, Guernsey, Iceland, Lichtenstein, Norway, Jersey and the Isle of Man 
is considered strong enough to be ‘adequate’ by EC. ( Adequacy  de fi nes how a 
speci fi c country is considered to have an adequate or inadequate level of protec-
tion for processing personal data of subjects from within the European Union 
countries.) In contrast, the USA does not have a comprehensive regime of data 
protection but instead has a variety of laws—such as the Health Insurance 
Portability and Accountability Act (HIPAA)—which are targeted at the protection 
of particularly sensitive types of information. This US approach to privacy legis-
lation is historically sector-based or enacted at the state level (e.g. the State of 
Massachusetts has set out appropriate security standards for protecting the per-
sonal information of residents of that state) and places few if any restrictions on 
transborder data  fl ow. The USA is considered adequate for data transfer only 
under the limitation of the Safe Harbor agreement  [  20  ] . 

 At the time of writing, regulations, enforcement activities and sanctions are 
currently increasing the world over. The USA is introducing a Consumer Privacy Bill 
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of Rights  [  21  ] , and the EU is revising their Data Protection Directive and regulation 
 [  22  ] , with the result that FTC enforcement will be strengthened within the USA and 
current plans are that European DPAs will be able to impose  fi nes of up to 2 % of 
worldwide annual turnover to companies that do not have mechanisms in place to 
underpin regulatory data protection compliance  [  22  ] . Other consequences of privacy 
failure for data controllers include civil liability (whereby data subjects enforce 
their rights), criminal liability ( fi nes and imprisonment), investment risk, business 
continuity impact and reputational damage. 

 To summarize, privacy is regarded as a human right in Europe, whereas in America, 
it has been traditionally viewed more in terms of avoiding harm to people in speci fi c 
contexts. It is a complex but important notion, and correspondingly, the collection and 
processing of personal information is subject to regulation in many countries across 
the world. Hence, cloud business scenarios need to take this into account.  

    1.3.2   Security 

 For the purposes of this book, by security, we mean information security. In this 
sense,  security  may be de fi ned as:

  Preservation of con fi dentiality, integrity and availability of information; in addition, other 
properties such as authenticity, accountability, non-repudiation and reliability can also be 
involved.  [  23  ]    

  Con fi dentiality  is commonly but erroneously equated with privacy by some 
security practitioners and is:

  The property that information is not made available or disclosed to unauthorized individuals, 
entities or processes.  [  23  ]    

 Security is a necessary but not a suffi cient condition for privacy. Security is 
actually one of the core privacy principles, as considered in the previous subsec-
tion. Correspondingly, it is a common requirement under the law that if a company 
outsources the handling of personal information or con fi dential data to another 
company, it has some responsibility to make sure the outsourcer uses ‘reasonable 
security’ to protect those data. This means that any organization creating, main-
taining, using or disseminating records of PII must ensure that the records have not 
been tampered with and must take precautions to prevent misuse of the informa-
tion. Speci fi cally, to ensure the security of the processing of such information, data 
controllers must implement appropriate technical and organizational measures to 
protect it against:

    • Unauthorized access or disclosure : in particular where the processing involves 
the transmission of data over a network  
   • Destruction : accidental or unlawful destruction or loss  
   • Modi fi cation : inappropriate alteration  
   • Unauthorized use : all other unlawful forms of processing    
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 Mechanisms to do this include risk assessment, implementing an information 
security program and putting in place effective, reasonable and adequate safeguards 
that cover physical, administrative and technical aspects of security. In the case of 
cloud computing, the CSP needs to implement ‘reasonable security’ when handling 
personal information. 

 Privacy differs from security in that it relates to handling mechanisms for personal 
information, dealing with individual rights and aspects like fairness of use, notice, 
choice, access, accountability and security. Many privacy laws also restrict the 
transborder data  fl ow of personal information. Security mechanisms, on the other 
hand, focus on provision of protection mechanisms that include authentication, 
access controls, availability, con fi dentiality, integrity, retention, storage, backup, 
incident response and recovery. Privacy relates to personal information only, 
whereas security and con fi dentiality can relate to all information.  

    1.3.3   Trust 

 Here, we give a brief analysis of online trust. Further consideration of key aspects 
related to trust in the cloud and an assessment of consumer and corporate IT concerns 
about the cloud is given in Sect.  1.6 . 

 Trust is a complex concept for which there is no universally accepted scholarly 
de fi nition. Evidence from a contemporary, cross-disciplinary collection of scholarly 
writing suggests that a widely held de fi nition of trust is as follows:

  Trust is a psychological state comprising the intention to accept vulnerability based upon 
positive expectations of the intentions or behaviour of another.  [  24  ]    

 Yet this de fi nition does not fully capture the dynamic and varied subtleties 
involved.    For example: letting the trustees take care of something the trustor 
cares about  [  25  ] ; the subjective probability with which the trustor assesses that the 
trustee will perform a particular action  [  26  ] ; the expectation that the trustee will 
not engage in opportunistic behaviour  [  27  ] ; and a belief, attitude or expectation 
concerning the likelihood that the actions or outcomes of the trustee will be acceptable 
or will serve the trustor’s interests  [  28  ] . 

 Trust is a broader notion than security as it includes subjective criteria and 
experience. Correspondingly, there exist both hard (security-oriented) and soft trust 
(i.e. non-security-oriented trust) solutions  [  29  ] . ‘Hard’ trust involves aspects like 
authenticity, encryption and security in transactions, whereas ‘soft’ trust involves 
human psychology, brand loyalty and user-friendliness  [  30  ] . Some soft issues are 
involved in security, nevertheless. An example of soft trust is reputation, which is a 
component of online trust that is perhaps a company’s most valuable asset  [  31  ]  
(although of course a CSP’s reputation may not be justi fi ed). Brand image is associ-
ated with trust and suffers if there is a breach of trust or privacy. 

 People often  fi nd it harder to trust online services than of fl ine services  [  32  ]  
because in the digital world there is an absence of physical cues and there may not 
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be established centralized authorities  [  33  ] . The distrust of online services can even 
negatively affect the level of trust accorded to organizations that may have been 
long respected as trustworthy  [  34  ] . 

 There are many different ways in which online trust can be established: security 
may be one of these (although security, on its own, does not necessarily imply trust 
 [  31  ] ). Some would argue that security is not even a component of trust: Nissenbaum 
argues that the level of security does not affect trust  [  35  ] . On the other hand, an 
example of increasing security resulting in increased trust comes from people 
being more willing to engage in e-commerce if they are assured that their credit 
card numbers and personal data are cryptographically protected  [  36  ] . 

 There can be differing phases in a relationship such as building trust, a stable 
trust relationship and declining trust. Trust can be lost quickly: as Nielsen states 
 [  37  ] , ‘It [trust] is hard to build and easy to lose: a single violation of trust can 
destroy years of slowly accumulated credibility’. Various approaches have targeted 
the measurement of factors that in fl uence trust and the analysis of related causal 
relationships  [  38  ] . Many trust metrics have traditionally relied on a graph and have 
dealt with trust propagation  [  39,   40  ] ; other techniques used to measure trust include 
fuzzy cognitive maps  [  41  ] . 

 When assessing trust in relation to cloud computing, it may be useful to distin-
guish between social and technological means of providing persistent and dynamic 
trust, as all of these aspects of trust can be necessary  [  42  ] .  Persistent trust  is trust in 
long-term underlying properties or infrastructure; this arises through relatively static 
social and technological mechanisms.  Dynamic trust  is trust speci fi c to certain 
states, contexts or short-term or variable information; this can arise through context-
based social and technological mechanisms. 

 Persistent social-based trust in a hardware or software component or system is 
an expression of con fi dence in technological-based trust because it is assurance 
about implementation and operation of that component or system. In particular, 
there are links between social-based trust and technological-based trust through 
the vouching mechanism because it is important to know who is vouching for 
something as well as what they are vouching; hence, social-based trust should 
always be considered. 

 As considered further within Sect.  1.6 , there is a complex relationship between 
security and trust, but in CSP models, security can be a key element in perceived 
lack of consumer trust.   

    1.4   Privacy Issues for Cloud Computing 

 Current cloud services pose an inherent challenge to data privacy because they 
typically result in data being exposed in an unencrypted form on a machine 
owned and operated by a different organization from the data owner. The major 
privacy issues relate to trust (e.g. whether there is unauthorized secondary usage 
of PII), uncertainty (ensuring that data has been properly destroyed, who controls 
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retention of data, how to know that privacy breaches have occurred and how to 
determine fault in such cases) and compliance (in environments with data prolif-
eration and global, dynamic  fl ows and addressing the dif fi culty in complying 
with transborder data  fl ow requirements). When considering privacy risks in the 
cloud, as considered already within the introduction, context is very important as 
privacy threats differ according to the type of cloud scenario. For example, there 
are special laws concerning treatment of sensitive data, and data leakage and loss 
of privacy are of particular concern to users when sensitive data is processed in 
the cloud. Currently, this is so much of an issue that the public cloud model 
would not normally be adopted for this type of information. More generally, 
public cloud is the most dominant architecture when cost reduction is concerned, 
but relying on a CSP to manage and hold one’s data in such an environment 
raises a great many privacy concerns. 

 In the remainder of this section, we consider a number of aspects that illustrate 
best these privacy issues: lack of user control, lack of expertise, potential unau-
thorized second ary usage, regulatory complexity (especially due to the global 
nature of cloud, complex service ecosystems, data proliferation and dynamic provi-
sioning and related dif fi culties meeting transborder data  fl ow restrictions), litigation 
and legal uncertainty. 

    1.4.1   Lack of User Control 

 User-centric control seems incompatible with the cloud: as soon as a SaaS envi-
ronment is used, the service provider becomes responsible for storage of data, 
in a way in which visibility and control is limited. So how can a consumer retain 
control over their data when it is stored and processed in the cloud? This can be 
a legal requirement and also something users/consumers want—it may even be 
necessary in some cases to provide adequate trust for consumers to switch to 
cloud services. 

 Key aspects of this lack of user control include:

    1.     Ownership of and control over the infrastructure : In cloud computing, consumers’ 
data is processed in ‘the cloud’ on machines they do not own or control, and 
there is a threat of theft, misuse (especially for different purposes from those 
originally noti fi ed to and agreed with the consumer) or unauthorized resale. 
See further discussion in Sect.  1.4.3 .  

    2.     Access and transparency : It is not clear that it will be possible for a CSP to 
ensure that a data subject can get access to all his/her PII. There can be lack of 
transparency about where data is, who owns it and what is being done with it. 
Furthermore, it is dif fi cult to control (and even know) the exposure of the data 
transferred to the cloud because information passing through some countries 
(including the USA, as permitted by the US Patriot Act) can be accessed by law 
enforcement agencies.  
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    3.     Control over data lifecycle : A CSP may not comply with a request for deletion 
of data. Further detail is given in Sect.  1.5.4 . Similarly, it is not necessarily clear 
who controls retention of data (or indeed what the regulatory requirements are in 
that respect as there can be a range of different data retention requirements, some 
of which may even be in con fl ict).  

    4.     Changing provider : It can also be dif fi cult to get data back from the cloud and 
avoid vendor lock-in, as considered further in Sect.  1.5.3 .  

    5.     Noti fi cation and redress : Uncertainties about noti fi cation, including of privacy 
breaches, and ability to obtain redress. It can be dif fi cult to know that privacy 
breaches have occurred and to determine who is at fault in such cases.  

    6.     Transfer of data rights : It is unclear what rights in the data will be acquired by 
data processors and their subcontractors and whether these are transferable to 
other third parties upon bankruptcy, takeover or merger  [  43  ] .      

    1.4.2   Lack of Training and Expertise 

 Deploying and running cloud services may necessitate many jobs requiring high 
skills, but lack of STEM (science, technology, engineering, and mathematics) 
graduates in Europe and other parts of the world could make it dif fi cult to recruit 
suitably quali fi ed people. In particular, lack of trained personnel can be an issue 
from a security point of view. 

 In addition, people may lack understanding about the privacy impact of decisions 
they make. Technology in general exacerbates this problem as more employees are 
able to trigger privacy consequences, and these can be further-reaching: instead of 
protecting data on a server to which very few people have access, employees can 
now leave sensitive information unencrypted on a laptop, or expose con fi dential 
information at a  fl ick of a switch. In the case of cloud, it is relatively quick and easy 
to go to a portal to request a service that is instantly provided, and it only takes a 
credit card if public cloud services are used like those from Salesforce and Google. 
Hence, unless proper management procedures are in place, there is a danger that 
employees could switch to using cloud computing services without adequately 
considering the consequences and risks for that particular situation.  

    1.4.3   Unauthorized Secondary Usage 

 There is a risk (and perhaps even an expectation!) that data stored or processed in 
the cloud may be put to unauthorized uses. It is part of the standard business model 
of cloud computing that the service provider may gain revenue from authorized 
secondary uses of users’ data, most commonly the targeting of advertisements. 
However, some secondary data uses would be very unwelcome to the data owner 
(such as, e.g. the resale of detailed sales data to their competitors). Therefore, it may 
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be necessary for consumers and CSPs to make legally binding agreements as to how 
data provided to CSPs may be used. At present, there are no technological barriers 
to such secondary uses, although as we consider further in various chapters in this 
book, it is likely that in future such agreements might be enforceable in a techno-
logical sense. This will help enhance trust and mitigate the effects of the blurring of 
security boundaries.  

    1.4.4   Complexity of Regulatory Compliance 

 Due to the global nature of cloud computing and the many legislations in place 
around the world, it can be complex and dif fi cult to ensure compliance with all the 
legislation that may apply in a given case. 

 Putting data in the cloud may impact privacy rights, obligations and status: for 
example, it may make it impossible to comply with some laws such as the Canadian 
Privacy Act or health laws. Legal protection can be reduced, and trade secrets may 
be impacted. 

 Location matters from a legal point of view as different laws may apply depend-
ing on where information exists, but in cloud computing, the information might 
sometimes be in multiple places simultaneously; it may be dif fi cult to know exactly 
where it is or it may be in transit. A complicating factor is that there are multiple 
copies of data located in the cloud. Furthermore, these copies can be managed by 
different entities: a backup SP, a provider used to respond to peak capacity needs, 
specialized services, etc. 

 Correspondingly, central properties of cloud that can make regulatory compli-
ance dif fi cult are data proliferation and dynamic provisioning. We consider these in 
turn. In addition, it can also be possible to violate local laws when transferring data 
stored in the cloud: cloud computing exacerbates the transborder data  fl ow issue 
because it can be extremely dif fi cult to ascertain which speci fi c server or storage 
device will be used, due to the dynamic nature of cloud computing. These transborder 
data  fl ow restrictions are a special case that we consider subsequently. 

    1.4.4.1   Data Proliferation 

 Data proliferation is a feature of cloud, and this happens in a way that may involve 
multiple parties and is not controlled by the data owners. CSPs ensure availability 
by replicating data in multiple data centres. It is dif fi cult to guarantee that a copy of 
the data or its backups are not stored or processed in a certain jurisdiction, or that all 
these copies of data are deleted if such a request is made. This issue is considered 
further in Sect.  1.5.4 . 

 Movement of data onto the cloud and potentially across and between legal 
jurisdictions, including offshoring of data processing, increases risk factors and legal 
complexity  [  43,   44  ] . Governance and accountability measures also become more 
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complex as processes are outsourced and data crosses organizational boundaries 
 [  45  ] . The risks that can arise from choosing the wrong business partner can be 
daunting and very dif fi cult to assess, especially in cloud-based environments, where 
even knowing the jurisdictions involved can be quite dif fi cult  [  46  ] . Issues of juris-
diction (i.e. about whose courts would hear a case), which law applies and about 
whether a legal remedy can be effectively enforced need to be considered  [  47  ] . 
A cloud computing service which combines outsourcing and offshoring may raise 
very complex issues  [  48  ] . Hence, it can be dif fi cult to ascertain privacy compliance 
requirements in the cloud.  

    1.4.4.2   Dynamic Provisioning 

 Cloud computing faces many of the same problems as traditional outsourcing, yet 
the dynamic nature of cloud makes many existing provisions to address this in more 
static environments obsolete or impractical to set up in such a short timescale. 
Model contracts are one example of this that is considered further in the following 
section. It is not clear which party is responsible (statutorily or contractually) for 
ensuring legal requirements for personal information are observed, or appropriate 
data-handling standards are set and followed  [  49  ] , or whether they can effectively 
audit third-party compliance with such laws and standards. Neither is it yet clear to 
what extent cloud subcontractors involved in processing can be properly identi fi ed, 
checked and ascertained as being trustworthy, particularly in a dynamic environment.   

    1.4.5   Addressing Transborder Data Flow Restrictions 

 Privacy and data protection regulations restrict transfer of personal information 
across national borders, which includes restricting both the physical transfer of data 
and remote access to the data. Transfers from all countries with national legislation 
are restricted, so this includes EU and European Economic Area (EEA) countries, 
Argentina, Australia, Canada, Hong Kong and New Zealand. From EU/EEA 
countries, personal information can be transferred to countries that have ‘adequate 
protection’, namely, all other EU/EEA member states and also Switzerland, Canada, 
Argentina and Israel (since all have regulations deemed adequate by the EU). Note 
that no other countries have privacy regulations that are deemed adequate, so if 
information is to be sent to these countries, then other approaches need to be used. 

 One such mechanism is that information can be transferred from an EU country 
to the USA if the receiving entity has joined the US Safe Harbor agreement  [  20  ] . 

 Personal information can however be transferred from any EU/EEA country to any 
non-EU/EEA country, other than Canada and Argentina, if model contracts have 
been signed and in many instances approved by the country regulator, or Binding 
Corporate Rules (BCRs) have been approved, or the individual has ‘freely given’ 
consent. Model contracts are contractual agreements that contain data protection 
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commitments, company liability requirements and liabilities to the individuals 
concerned. Transfers from other countries with national privacy legislation (e.g. 
Canada, Argentina) also require contractual agreement. BCRs are binding internal 
agreements/contracts that obligate all legal entities within a corporate group that 
will have access to EU personal information to adhere to all obligations of the EU 
Data Protection Directive. 

 The problem is that these techniques (and especially model contracts as currently 
used) are not well suited to cloud environments. The  fi rst reason is due to regulatory 
complexity and uncertainty in cloud environments, especially due to divergences 
between the individual European member states’ national laws implementing the 
European Data Protection Directive, 1995. The second reason is that these tech-
niques are not  fl exible enough for cloud, because administering and obtaining regu-
latory approval for model contracts can result in lengthy delays: the noti fi cation and 
prior approval requirements for EU model contracts vary signi fi cantly across the 
EU but are burdensome and can take from 1 to 6 months to set up. BCRs are suitable 
for dynamic environments, but their scope is limited: they only apply to data movement 
within a company group, it may be dif fi cult for SMEs to invest in setting these up 
and there are only a few BCRs to date, although it is a relatively new technique. 

 It is not just transborder data  fl ow requirements that restrict the  fl ow of informa-
tion across borders: there may also be trade sanctions and other export restrictions, 
for example, restriction of cryptography and con fi dential data from the USA. 

 Not knowing which routes transnational traf fi c will take makes it very dif fi cult to 
understand the particular laws which will apply. However, one interpretation of 
Section 4 of the Directive 95/46/EC is that transit of data through the territories is 
not relevant from the legal point of view: for example, if data are transferred from 
France to the USA, whether the data  fl ows through network links that run via UK 
and Canada seems to be irrelevant from the legal point of view [7: P103]. 

 Even if transit of data is not relevant to consider, it is still dif fi cult to enforce 
transborder data  fl ow regulations within the cloud. Cloud computing can exacer-
bate the problem of knowledge of geographic location of where cloud computing 
activities are occurring, as due to its dynamic nature this can be extremely dif fi cult 
to  fi nd out.  

    1.4.6   Litigation 

 Another aspect is litigation: a CSP may be forced to hand over data stored in the 
cloud, as illustrated by the US vs. Weaver case  [  50  ] , where Microsoft was requested 
via a trial subpoena rather than a warrant to provide emails handled by their Hotmail 
service. A government only needs to show the requested material is relevant to the 
case for a subpoena, whereas for a warrant, probable cause must be demonstrated. 
In order to avoid a similar situation occurring with non-governmental entities, sub-
scribers to cloud services could include contractual provisions in the service agreement 
that govern the CSP’s response to any subpoena requests from such entities.  
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    1.4.7   Legal Uncertainty 

 Legal frameworks have been instrumental and key to the protection of users’ 
personal and sensitive information. As considered brie fl y in Sect.  1.3.1 , in Europe, 
there is national legislation based upon an EU Directive; in the USA, there is a 
patchwork of legislation according to sector, information and/or geographical area; 
and in many other countries worldwide, analogous frameworks apply. The funda-
mental concepts of such frameworks are in the main technology neutral, and their 
validity would still apply to cloud computing. Nevertheless, such frameworks—along 
with the associated tools, advice and national legislation—need to be constantly 
updated and adjusted with current and future technologies in mind. There is cur-
rently a dialogue between organizations, regulators and stakeholders to ensure that 
the regulatory framework does adapt to new frameworks and business models with-
out eroding consumers’ trust in the systems that are deployed. In particular, the 
dynamically changing nature of cloud computing, potentially combined with cross-
jurisdictional interactions, introduces legal aspects that need to be carefully consid-
ered when processing data. 

 There are existing legal constraints on the treatment of users’ private data by 
cloud computing providers. Privacy laws vary according to jurisdiction, but EU 
countries generally only allow PII to be processed if the data subject is aware of the 
processing and its purpose, and place special restrictions on the processing of sensi-
tive data (e.g. health or  fi nancial data), the explicit consent of the data owner being 
part of a suf fi cient justi fi cation for such processing  [  51  ] . They generally adhere to 
the concept of  data minimization , that is, they require that personally identi fi able 
information is not collected or processed unless that information is necessary to 
meet the stated purposes. In Europe, data subjects can refuse to allow their person-
ally identi fi able data to be used for marketing purposes  [  17  ] . Moreover, there may 
be requirements on the security and geographical location of the machines on which 
personally identi fi able data is stored  [  51  ] . European law limiting cross-border data 
transfers also might prohibit the use of cloud computing services to process this data 
if data would be stored in countries with weak privacy protection laws, and 
noti fi cation may be required  [  52  ] . 

 Since cloud technology has moved ahead of the law, there is much legal uncer-
tainty about privacy rights in the cloud and it is hard to predict what will happen 
when existing laws are applied in cloud environments. 

 Areas of uncertainty still under current discussion include that the procedure of 
anonymizing or encrypting personal data may be regarded as regulated ‘process-
ing’, requiring consent, and it is not clear whether that processing for the purpose of 
enhancing users’ privacy is exempt from privacy protection requirements. 
Speci fi cally, it can be unclear in practice whether or not data that will be processed 
is personal data or not, hence whether or not there are legal responsibilities associ-
ated with its processing. Anonymization and pseudonymization processes, such as 
key-coding/obfuscation; fragmenting; deleting ‘identifying information’ such as 
names, IP addresses, etc.   ; encryption), may in some circumstances result in per-
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sonal data but in others not result in personal data under the current de fi nition, and 
indeed it may not be obvious whether or not the anonymized/pseudonymized 
data is personal data or not. It follows that it may not be clear, for example, whether 
or not certain data can be sent outside the EU, or other actions can be performed that 
are restricted by EU  [  53  ] . 

 In general, the legal situation is subject to change: legislation has not yet been 
updated to address the challenges above, and courts have not yet ruled many cases 
speci fi cally related to cloud computing.  

    1.4.8   Privacy Conclusions 

 In summary, we are seeing the biggest change in privacy since the 1980s and there 
is uncertainty in all regions. Cloud (and its inherent pressure towards globalization) 
is helping strain traditional frameworks for privacy. Policymakers are pushing for 
major change—fast-tracking concepts of fairness, placing more emphasis upon 
accountability (see Sect.  1.7 ) and driving increased protection. This includes the 
draft US Privacy Bill of Rights and the EU data protection framework currently 
under consideration  [  21,   22  ] . 

 Cloud computing offers signi fi cant challenges for organizations that need to 
meet various global privacy regulations, including the complexity of existing global 
legislation necessitating legal advice. Cloud faces the same privacy issues as other 
service delivery models, but it can also magnify existing issues, especially transborder 
data  fl ow restrictions, liability and the dif fi culty in knowing the geographic location 
of processing and which speci fi c servers or storage devices will be used. In addition, 
care must be taken to delete data and virtual storage devices, especially with regard 
to device reuse; this is considered further in the following section and is both a 
privacy and a security issue. More broadly, security is an aspect of privacy that 
is considered further in the next section—hence, many of the issues raised in 
that section, including the dif fi culties in enforcing data protection within cloud 
ecosystems, may be seen to also be privacy issues.   

    1.5   Security Issues for Cloud Computing 

 As we shall discuss further in Sect.  1.6.2 , security often tops the list of cloud user 
concerns. Cloud computing presents different risks to organizations than traditional 
IT solutions. There are a number of security issues for cloud computing, some of 
which are new, some of which are exacerbated by cloud models and others that are 
the same as in traditional service provision models. The security risks depend 
greatly upon the cloud service and deployment model. For example, private clouds 
can to a certain extent guarantee security levels, but the economic costs associated 
with this approach are relatively high. 
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 At the network, host and application levels, security challenges associated with 
cloud computing are generally exacerbated by cloud computing but not speci fi cally 
caused by it. The main issues relate to de fi ning which parties are responsible for 
which aspects of security. This division of responsibility is hampered by the fact 
that cloud APIs are not yet standardized. Customer data security raises a number of 
concerns, including the risk of loss, unauthorized collection and usage and generally 
the CSP not adequately protecting data. 

 There are a number of different ways of categorizing security risks; moreover, 
these  fi t into a broader model of cloud-related risks. For example, according to 
the Cloud Security Alliance  [  4  ] , the top threats to cloud computing are abuse and 
nefarious use of cloud computing, insecure interfaces and APIs, malicious insiders, 
shared technology issues, data loss or leakage, account or service hijacking and 
unknown risk pro fi le. They were unable to reach a consensus on ranking the degree 
of severity of these risks. 

 Abuse and nefarious use could cover a wide variety of threats, largely considered 
within Sect.  1.5.2  below (unwanted access), but could also include the type of 
threats considered in Sect.  1.4.3  above (unauthorized secondary usage) or abuse of 
cloud resources – for example, trying to use as much resource as possible (which 
could be quite high with a cloud model) without paying or in order to limit access 
for others. Insecure cloud interfaces and cloud APIs are considered within Sect.  1.5.5  
below. Shared technology issues are considered within Sect.  1.5.4  (inadequate data 
deletion) and Sect.  1.5.7  (isolation failure). Malicious insiders could be considered 
with respect to a number of scenarios, but especially those considered in Sect.  1.5.2 . 
Some aspects of data exposure have been covered in the previous section (covering 
privacy issues); others are considered in Sect.  1.5.6  (backup issues) and Sect.  1.5.2  
(unwanted access). In this section, we also consider the relative lack of interopera-
bility, assurance, transparency and monitoring in the cloud. In addition we consider 
how a gap in security can arise in cloud environments. For further details about 
cloud security issues, see, for example,  [  54–  56  ] . 

    1.5.1   Gap in Security 

 In general, security controls for the cloud are the same as those used in other 
IT environments. But as the customer cedes control to the cloud provider, there is 
a related risk that the CSP will not adequately address the security that they should 
be handling, or even that SLAs do not include any provision of the necessary 
security services. 

 This risk is dependent upon the service model used. The lower down the stack 
the cloud provider, the more security the consumer is responsible for   : thus, the con-
sumer of IaaS needs to build in security as they are primarily responsible for it, 
whereas in SaaS environments, security controls and their scope (as well as privacy 
and compliance) are negotiated into the contracts for service. The customer may need 
to understand how the cloud provider handles issues such as patch management and 
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con fi guration management as they upgrade to new tools and new operating systems, 
as well as the IT security hardware and software that the cloud provider is using and 
how the environment is being protected. In the case of IaaS and PaaS, cloud providers 
need to clarify the kind of IT security the customer is expected to put in place. 
With SaaS, the customer still needs to provide access security through its own 
systems, which could either be an identity management system or a local access 
control application. 

 Furthermore, it may be dif fi cult to enforce protection throughout the cloud eco-
system. As discussed in Sect.  1.3.2 , the CSP needs to implement ‘reasonable secu-
rity’ when handling personal information. Different companies may be involved in 
the cloud supply chain, and this can make it dif fi cult to ensure that such security is 
provided all the way along the chain. At present, clients often only know the initial 
CSP, and the standard terms and conditions of cloud computing service providers 
do not include any clauses ensuring the level of security provided: they provide no 
guarantee as to the security of data and even deny liability for deletion, alteration or 
loss related to data that is stored. As current terms of service are very much set 
in favour of the CSP  [  49  ] , if anything goes wrong, it is often the customer that will 
be made liable.  

    1.5.2   Unwanted Access 

 There needs to be an appropriate level of access control within the cloud environ-
ment to protect the security of resources. Cloud computing may actually increase 
the risk of access to con fi dential information. 

 First, this may be by foreign governments: there can be increased risks due to 
government surveillance over data stored in the cloud, as the data may be stored in 
countries where previously it was not. Governments in the countries where the data 
is processed or stored may even have legal rights to view the data under some cir-
cumstances  [  6,   57  ] , and consumers may not be noti fi ed if this happens. One example 
of this is US Patriot Act, as previously mentioned, that is an important concern for 
many customers considering switching to CSP models. 

 Second, as with other computing models, there is an underlying risk of unauthor-
ized access that may be exacerbated if entities are involved in the provider chain that 
have inadequate security mechanisms in place (e.g. if they have inadequate vetting 
of internal IT staff who have highly privileged access). The risk of data theft from 
machines in the cloud can be by rogue employees of CSPs, by data thieves breaking 
into service providers’ machines or even by other customers of the same service if 
there is inadequate separation of different customers’ data in a machine that they 
share in the cloud. Attackers may also break into the networks of the CSP, subcon-
tractors or co-hosted customers. Attackers may also use de-anonymization tech-
niques (see  [  58  ] ). The damage that can be caused in these cases can be greater than 
non-cloud environments, due to the scale of operation and the presence of certain 
roles in cloud architectures with potentially extensive access including CSP system 
administrators and managed security service providers. 
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 In general, cloud storage can be more at risk from malicious behaviour than 
processing in the cloud because data may remain in the cloud for long periods 
of time and so the exposure time is much greater. On the other hand, there is 
more potential for usage of encryption in cloud storage  [  56  ] .  

    1.5.3   Vendor Lock-In 

 Cloud computing, as of today, lacks interoperability standards. Competing archi-
tectural standards are being developed, including Open Virtualization Format  [  59  ] , 
Open Cloud Computing Interface  [  60  ] , Data Liberation Front  [  61  ] , SNIA Cloud 
Data Management Interface (CDMI)  [  62  ]  and SAML  [  63  ]  with big cloud vendors 
pushing their own mutually incompatible  de facto  standards. Limitations include 
differences between common hypervisors, gaps in standard APIs for management 
functions, lack of commonly agreed data formats and issues with machine-to-
machine interoperability of web services. The lack of standards makes it dif fi cult to 
establish security frameworks for heterogeneous environments and forces people 
for the moment to rely on common security best practice. As there is no standard-
ized communication between and within cloud providers and no standardized data 
export format, it is dif fi cult to migrate from one cloud provider to another or bring 
back data and process it in-house.  

    1.5.4   Inadequate Data Deletion 

 Another major issue for cloud is to ensure that the customer has control over the 
lifecycle of their data, and in particular deletion, in the sense of how to be sure that 
data that should be deleted really are deleted and are not recoverable by a CSP. 
There are currently no ways to prove this as it relies on trust, and the problem is 
exacerbated in cloud because there can be many copies of the data (potentially held 
by different entities and some of which may not be available) or because it might not 
be possible to destroy a disk since it is storing other customers’ data. 

 The risks of data exposure vary according to the service model. Using IaaS or 
PaaS, one or more VMs are created in order for a program to be run within those—
when the task is  fi nished, the VMs and the temporary disk space are released. In 
fact, IaaS providers can provide storage and VM services which are complementary 
but allow for persistency of data between usage of multiple VMs. An allocated VM 
could be started to carry out a task and stopped once the task is completed; this is 
logically separate from managing the lifecycle of a VM (as the VM can be deleted 
when the data are no longer needed). Using a SaaS approach, on the other hand, the 
customer is one of the users of a multi-tenant application developed by the cloud 
service provider, and the customers’ data is stored in the cloud, to be accessible the 



251 Privacy, Security and Trust in Cloud Computing

next time the customer logs in. The data would only be deleted at the end of the 
lifecycle of the data, if the customer wishes to change service provider, etc. There is 
a correspondingly higher risk to the customer if hardware resources are reused than 
if dedicated hardware is used.  

    1.5.5   Compromise of the Management Interface 

 In public cloud service provision, the management interfaces are available via the 
Internet. This poses an increased risk compared to traditional hosting providers 
because remote access and web browser vulnerabilities can be introduced and 
in addition access can be given via these interfaces to larger sets of resources. 
This increased risk is present even if access is controlled by a password.  

    1.5.6   Backup Vulnerabilities 

 Cloud service providers make multiple copies of data and place them in different 
locations to provide a high level of reliability and performance. This serves as a 
form of backup, although it can lead to additional liabilities and threats from attackers. 
There is still the potential for the data to be lost, particularly with Storage as a 
Service. A popular solution is a type of hybrid storage cloud, where an appliance is 
placed at the customer’s site and backup data is stored there with a replicated copy 
sent to a cloud storage service provider. Indeed, one of the top threats identi fi ed by 
CSA  [  4  ]  is ‘data loss or leakage’, where records may be deleted or altered without 
a backup of the original content. A record might be unlinked from a larger context, 
making it unrecoverable; data could be stored on unreliable media, and if there is a 
key management failure, then data could be effectively destroyed. There have 
already been cases where backup was provided as an optional extra for a storage 
service, and a failure in that service resulted in the complete loss of the data of users 
that had not paid that premium. However, in general, cloud services can be more 
resilient than traditional services.  

    1.5.7   Isolation Failure 

 Multi-tenancy raises a security concern that one consumer may in fl uence the opera-
tions or access data of other tenants running on the same cloud  [  64  ] . Multi-tenancy 
is an architectural feature whereby a single instance of software runs on a SaaS 
vendor’s servers, serving multiple client organizations. The software is designed to 
virtually partition its data and con fi guration so that each client organization works 
with a customized virtual application instance. In such a SaaS model, the customers 
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are users of multi-tenant applications developed by CSPs, it is likely that personal 
data and even  fi nancial data are stored by CSP in the cloud, and it is the responsibility 
of the CSP to secure the data. There is a risk that the mechanisms that separate 
storage, memory or routing between different tenants might fail, and hence, for 
example, other tenants could access sensitive information. 

 Some providers use job scheduling and resources management  [  65  ] , but 
most cloud providers use virtualization to maximize hardware utilization. Virtual 
machines (VMs) are sandboxed environments and therefore completely isolated 
from each other. This assumption makes it safe for users to share the same hardware. 
However, this security can sometime break down, allowing attackers to escape 
the boundaries of this sandboxed environment and have full access to the host  [  66  ] . 
The use of virtualization can introduce new security vulnerabilities, such as 
cross-VM side-channel attacks, where the attacker breaches the isolation between 
VMs allowing extraction of data via information leakage due to the sharing of 
physical resources  [  67  ] ; virtual network attacks; inadequate data deletion before 
memory is assigned to a different customer (cf. Sect.  1.5.4 ) or ‘escape’ to the 
hypervisor, where an attacker uses a guest virtual machine to attack vulnerabilities 
in the hypervisor software  [  68  ] .  

    1.5.8   Missing Assurance and Transparency 

 One approach to privacy and security is to leave protection to the service provider. 
We have discussed above in Sect.  1.5.1  how expectations in this regard typically 
vary according to the service model. The cloud customer can in many case transfer 
risk to the cloud provider (e.g. via SLAs). However, not all risks can be transferred, 
and ultimately the cloud customer may be legally accountable (e.g. in its role as the 
data controller). Moreover, the consequences of failure may include reputational 
damage, legal liability or even business failure, and this is unlikely to be fully 
compensated for. 

 So, cloud customers need to obtain assurance from cloud service providers that 
their data will be protected properly. They may also require that they are noti fi ed 
about security and privacy incidents. Some cloud providers provide information 
about their data-handling practices, security mechanisms and offer related assur-
ance, for example, SAS-70 type II certi fi cation. This type of approach is taken for 
accounting data, in any case. ENISA has developed a Cloud Computing Information 
Assurance Framework  [  69  ]  for this purpose. 

 However, in some cases, it can be dif fi cult to take this approach, particularly in 
cases of multiple transfers of data, for reasons considered in the previous section. 
Other drawbacks include that standard SaaS business models involve repurposing of 
customer data and furthermore that cloud computing terms of service typically offer 
no compensation if the customer’s data is stolen or misused. 

 Various security policy and risk assessment frameworks exist, including good 
practice guides from UK CESG  [  70  ] ; NIST 800 series  [  71  ] ; ISO 27001  [  72  ]  and 
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27002  [  73  ]  Information Security Management; ISO 31000 Risk Management  [  74  ] ; 
and CSA’s  [  54  ] , ENISA’s  [  7  ]  and Shared Assessments’ analysis  [  75  ]  of risks 
involved in migration to cloud environments   . However, in general, current risk 
assessment methods have not been designed for use in a cloud computing setting. 
Liability assignment is also particularly dif fi cult in an international context. 
Furthermore, it is very dif fi cult and resource-demanding to detect and then prove 
that electronic data has been compromised and to identify the perpetrator. What is 
reported to the police is just a small percentage of all violations detected  [  76  ] . 

 In current certi fi cation schemes, certi fi cates are awarded to traditional, monolithic 
software systems and become invalid when a system is used in an open, dynamic 
environment, as in the mash-ups of different services deployed in the cloud. 
However, CSA’s Trusted Cloud Initiative  [  77  ]  is working towards certi fi cation of 
‘trusted clouds’. 

 Lack of technology support arises because current multijurisdictional regulatory 
frameworks are extremely complex and teams with strong interdisciplinary skills 
are needed to address these problems, which are rarely formed. UK ICO has pub-
lished Privacy Impact Guidelines  [  78  ]  and a business case for investing in proactive 
privacy protection, but the certi fi cation of properties such as privacy has had only a 
limited take up to date. 

 Cloud-based storage of data that requires privacy assurance (such as personal data) 
is almost always deployed in private clouds. Heterogeneous cloud infrastructures 
make it dif fi cult to have effective controls to check privacy compliance (often offered 
as an optional extra) in an automated way, and the end user has no means to verify 
that his/her privacy requirements are being ful fi lled. Effective and pro fi table utilization 
of cloud services relies on data transfer and storage across services and different 
cloud infrastructures (which may have different jurisdictional restrictions). 

 Furthermore, end-user agreements are stated in natural languages, making it hard 
for computer programs to assess whether application providers respect data usage 
agreements. Existing technologies  fi lter information in different ways, including 
privacy-enhanced access control  [  79  ] , data loss prevention techniques  [  80  ] , redac-
tion  [  81  ] , various privacy-enhancing technologies  [  82  ]  and database proxies like 
Informatica’s dynamic data masking tool  [  83  ] . W3C has produced a number of 
standards, including P3P  [  84  ]  (which is now discontinued although the concepts 
have subsequently been built on  [  85  ] ) and tracking standards  [  86  ] . Existing auditing 
frameworks manually verify the adequacy of the data-handling controls used  [  87–  89  ] . 
These procedures are extremely costly. 

 Automated assurance is necessary to quickly evaluate the evidence that obliga-
tions with respect to personal data handling and business compliance requirements 
are being carried out (for instance, the collection of events showing who created a 
piece of data, who modi fi ed it and how and so on) .  Governance, risk management 
and compliance (GRC) frameworks (e.g. RSA eGRC  [  90  ] ) are a common means of 
automating compliance in enterprises but do not provide much breadth or strong 
co-design of technical and legal mechanisms, and although they can target speci fi c 
regulations, they rarely deal with concepts like privacy and transparency, with the 
notable exception of recent work within CSA  [  91  ] . 
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 An open problem is how to  fi nd a balance between data provenance and related 
privacy or other regulatory constraints in the cloud, where physical perimeters are 
not clearly delimited. The lack of tools to support data localization and transfer 
across services and cloud infrastructures creates barriers to cross-border consid-
erations and different jurisdictional restrictions  [  43  ] . Incompatibilities between 
jurisdictions affect privacy assurance, and even within the EU, regulatory require-
ments are de fi ned at a national level and can differ.  

    1.5.9   Inadequate Monitoring, Compliance and Audit 

 There are a number of issues related to maintaining and proving compliance when 
using cloud computing. If a cloud customer migrates to the cloud, their previous 
investment in security certi fi cation may be put at risk if the CSP cannot provide 
evidence of their compliance with the relevant requirements and does not enable the 
cloud customer to audit its processing of the customer’s data. Furthermore, it may 
be dif fi cult to evaluate how cloud computing affects compliance with internal secu-
rity policies. Certain kinds of compliance (such as PCI DSS) may actually not be 
achievable within a public cloud infrastructure. The cloud customer may want to 
monitor that SLAs have been met, but the infrastructure may be very complex and 
not suited either for provision of the appropriate information or for analysis at the 
right level. 

 CSPs need to implement internal compliance monitoring controls, in addition to 
an external audit process. It may even be that a ‘right to audit’ clause is included in 
cloud contracts to allow customers to audit the cloud provider, particularly when the 
customer has regulatory compliance responsibilities. The cloud computing environ-
ment presents new challenges from an audit and compliance perspective, but exist-
ing solutions for outsourcing and audit can be leveraged. Transactions involving 
data that resides in the cloud need to be properly made and recorded, in order to 
ensure integrity of data, and the data owner needs to be able to trust the environment 
such that no untraceable action has taken place. However, provision of a full audit 
trail within the cloud, particularly in public cloud models, is still an unsolved issue. 
In addition, transactional data is a by-product with unclear ownership, and it can be 
hard to anticipate which data to protect, as even innocuous-seeming data can turn 
out to be commercially sensitive  [  45  ] . Methods for monitoring the cloud’s perfor-
mance are currently being explored by the CloudAudit working group  [  91  ] . 

 Nor are there ef fi cient mechanisms for gathering convincing evidence from 
veri fi ed log data in distributed multi-tenancy environments, even if cloud providers 
would be willing to provide this. Although there are several existing log approaches, 
they do not  fi t cloud computing very well  [  92  ] . For example, the EGEE LB log 
solution  [  93  ]  in grid computing is mostly used for debugging purposes only. 
Chukwa  [  94  ]  is a large-scale log collection and analysis framework built on top 
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of the Hadoop and MapReduce framework; it requires the ownership of all the 
machines that have data to be logged, which is not realistic in a multi-provider 
cloud environment. 

 Security Information and Event Management (SIEM or SIM/SEM) solutions 
 [  95  ] , including, for example, RSA enVision  [  96  ]  and HP ArcSight  [  97  ] , provide a 
standardized approach to collect information and events, store and query and pro-
vide degrees of correlation, usually driven by rules. SIEM solutions do not cover 
business audit and strategic (security) risk assessment but instead provide inputs 
that need to be properly analysed and translated into a suitable format to be used by 
senior risk assessors and strategic policymakers. This is a painful and quite often 
manual process, prone to mistakes and errors. Risk assessment standards such as 
ISO 2700x  [  72,   73  ] , NIST  [  98  ] , etc., operate at a macro-level and usually do not 
fully leverage information coming from logging and auditing activities carried out 
by IT operations. 

 Similarly, there exist a number of frameworks for auditing a company’s IT 
controls, most notably COSO  [  99  ]  and COBIT  [  100  ] . Also, trust services  [  101  ]  
provide a set of principles enabling auditors and CPAs to assess the quality and 
usefulness of security controls implemented in an enterprise’s infrastructure. With 
all of these, the gap between low-level monitoring and logging and high-level 
requirements is not ef fi ciently bridged or well automated. 

 A few tools for monitoring cloud integrity exist, but in limited scope: Amazon 
CloudWatch  [  102  ]  allows EC2 users to do real-time monitoring of their CPU utili-
zation, data transfers and disk usage. Haeberlen has provided a primitive audit for 
cloud  [  103  ]  and proposed an approach for accountable virtual machines  [  104  ] . 
HyTrust Appliance  [  105  ]  is a hypervisor-consolidated log report and policy enforce-
ment tool that logs from a system perspective. Chen and Wang of CSIRO have 
produced a prototype in which CSPs are made accountable for faulty services and a 
technique which allows identi fi cation of the cause of faults in binding web services 
and have presented this as ‘accountability as a service’  [  106  ] . 

 Further consideration of audit mechanisms for the cloud is given in Chap.   4    .  

    1.5.10   Security Conclusions 

 There are a number of security issues for cloud, and these depend upon the service 
provision and deployment models. A number of open issues remain, including audit. 
Availability may be an issue for public clouds—the future speed and global avail-
ability of network access required to use them may prevent widespread adoption in 
the short to medium term. 

 Overall, security need not necessarily suffer in moving to the cloud model, 
because there is scope for security to be outsourced to experts in security and hence 
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in many cases greater protection than previously can be obtained. The major issues 
are probably to do with selection of service providers with suitable controls in place 
and to do with privacy and are context-dependent.   

    1.6   Trust Issues for Cloud Computing 

 This section builds upon the analysis given in Sect.  1.3  to brie fl y consider the main 
trust issues for cloud computing. We consider the concerns of cloud customers, who 
may be either citizen end users, or else organizations using cloud (providing 
information to CSPs that may be personal information of their customers, business-
con fi dential information, information about end users or employees, etc.). We also 
consider weak trust relationships within the cloud service provision ecosystem and 
the lack of consensus about the trust management approaches to be used for cloud. 

    1.6.1   Trust in the Cloud 

 In traditional security models, a security perimeter is set up to create a trust bound-
ary within which there is self-control over computing resources and where sensitive 
information is stored and processed. For example, the corporate  fi rewall often marks 
this boundary. The network provides transit to other trusted end hosts, which operate 
in a similar manner. This model held for the original Internet, but does not do so for 
public and hybrid cloud. The security perimeter becomes blurred in the sense that 
con fi dential information may be processed outside known trusted areas as these 
computing environments often have fuzzy boundaries as to where data is stored and/
or processed. On the other hand, in order to obtain the service, consumers need to 
extend their trust to the cloud service provider, and so this can provide a point of 
friction, as considered further below. 

 In assessing cloud computing provision, mechanisms to provide dynamic tech-
nological-based trust need to be used in combination with social and technological 
mechanisms for providing persistent trust: if software processes provide informa-
tion about the way in which information is stored, accessed and shared within a 
cloud, that information can only be trusted if entities that are trusted vouch for the 
method of providing the information and assessing the information. Depending 
upon the context, these entities could be consumer groups, auditors, security experts, 
regulators, companies with proven reputation, established CSPs, etc. Moreover, 
trust relationships can be very much at the centre of certain security and privacy 
solutions: for instance, in particular for key escrow and other forms of key distribution 
and secret sharing, audit, compliance checking and pseudonymization. There is also 
a strong link with policy development: if personal or business critical information is 
to be stored in the cloud, trust attains a new level of importance and CSPs need to 
embrace such an approach  [  107  ] .  
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    1.6.2   Lack of Consumer Trust 

 Of the European citizens surveyed in June 2011 about their attitudes on data 
protection  [  108  ] , it was found that authorities and institutions—including the 
European Commission and the European Parliament (trusted by 55 % of people 
surveyed)—are trusted more than commercial companies. In fact, less than 
one-third trust phone companies, mobile phone companies and Internet service 
providers (32 %), and just over one- fi fth trust Internet companies such as search 
engines, social networking sites and email services (22 %). Furthermore, 70 % of 
Europeans, according to this study, are concerned that their personal data held by 
companies may be used for a purpose other than that for which it was collected. 
In a recent Cloud Industry Forum survey, the results of ‘how do you trust an 
online provider?’ were reputation (29 %), recommendation from trusted party 
(27 %), trial experience (20 %), contractual (20 %) and others (4 %)  [  3  ] . 

 Organizations handling personal information have a legal and moral obligation 
of ensuring privacy and thereby demonstrating the trustworthy nature of their 
service. Important questions to address include whether data is safe across all of the 
cloud, it is handled based upon users’ expectations, data handling is compliant with 
laws and regulations, data is under control along its complete lifecycle, appropriate 
use and obligations are ensured along the processing chain and there are standards 
or general practices in place for operating in the cloud. There is a lack of con fi dence 
about cloud, and the answers to these questions at present, as seen from the results 
of a number of recent surveys considered below. 

 Business users recognize the cloud’s advantages in speeding innovation, acceler-
ating business processes and reducing time to revenue. Correspondingly, businesses 
are already moving to the cloud: an IDC study found that 70 % of businesses are 
considering or already using private clouds  [  109  ] . 

 However, CIOs are more wary. A recent study by Forrester found that business is 
adopting cloud 2.5 times faster than IT operations  [  110  ] . Enterprise IT executives 
cite well-founded concerns about the challenges of maintaining security, service 
levels and governance seamlessly across the entire IT value chain  [  111  ] . They also 
want to be sure the decisions they make today about cloud technology suppliers do 
not prevent them from innovating in the future. Hence, a number of critical chal-
lenges need to be addressed in order to encourage cloud adoption in enterprises. 
These key barriers to cloud adoption include:

   79 % were concerned about vendor lock-in  [  • 2  ] .  
  75 % were worried about cloud performance and availability  [  • 2  ] .  
  70 % of CIOs said cloud data security is a major concern  [  • 112  ] .  
  63 % were concerned about integrating internal and external services  [  • 2  ] .    

 Figure  1.2  shows the percentage of respondents ranking the top three barriers to 
moving to cloud computing, based on the McKinsey Global Survey results in 
October 2010 (where  n  is the total number of respondents), and how security was 
the top concern for IT executives. Similarly, security was rated the top challenge of 
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the cloud model in the IDC 2009 cloud user survey  [  2  ] , and concerns about 
security also topped the list of primary barriers chosen as stopping UK businesses 
from making the transition to cloud computing, with lack of con fi dence coming 
second in a recent Cloud Industry Forum survey  [  3  ] . Similarly, in a recent 2010 
survey by Fujitsu Research Institute  [  113  ]  on potential cloud customers, it was 
found that 88 % of potential cloud consumers are worried about  who  has access to 
their data, and demanded more awareness of what goes on in the backend physical 
server. According to an interview study on the views of security and user experi-
ence experts on trust in cloud services  [  114  ] , the most important factor affecting 
perceived trust in cloud services is brand, with security and privacy as the second 
most important aspect and transparency and reliability as the third most important 
aspect, with good auditing and agreement policies also being deemed important. 
Businesses are sceptical about the promises that many cloud vendors and suppliers 
are making: 62 % of respondents felt that when looking for a supplier, a code of 
practice would be important, while a further 28 % considered it essential in their 
selection process  [  3  ] .  

 Since customers lack control of cloud resources, they are not in a good position 
to utilize technical mechanisms in order to protect their data against unauthorized 
access or secondary usage or other forms of misuse. Instead, they must rely on 
contracts or other trust mechanisms to try to encourage appropriate usage, in 
combination with mechanisms that provide compensation in the event of a breach, 
such as insurance, court action or penalties for breach of SLAs. 

 When it is not clear to individuals why their personal information is requested, 
or how and by whom it will be processed, this lack of control and lack of visibility 
of the provider supply chain will lead to suspicion and ultimately distrust  [  115  ] . 
There are also security-related concerns about whether data in the cloud will be 
adequately protected, as considered above. As a result, customers may hold back 
from using cloud services where personally identi fi able information is involved, 

  Fig. 1.2    Barriers to cloud technology       
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without an understanding of the obligations involved and the compliance risks faced, 
and assurance that potential suppliers will address such risks. This is particularly the 
case where sensitive information is involved, for example,  fi nancial and healthcare 
information.  

    1.6.3   Weak Trust Relationships 

 Trust relationships at any point in the cloud service delivery chain may be weak, but 
exist in order that a service can be provided quickly. Signi fi cant business risk may 
be introduced in a way that is not transparent when a cloud transaction is initiated, 
due to loss of control in passing sensitive data to other organizations and the global-
ized nature of cloud infrastructure. Organizations that contract out key business 
processes may not even know that contractors are subcontracting, or even if they do, 
contract requirements regarding data protection measures may not be propagated 
down the contracting chain. 

 Trust along the chain from the customer to cloud providers at all levels may be 
non-transitive, and in particular the customer may not trust some of the subcontrac-
tors (XaaS providers). Indeed, due to a lack of transparency, they may not even be 
aware of the identity of the cloud providers in this chain. In particular, ‘on-demand’ 
and ‘pay-as-you-go’ models may be based on weak trust relationships, involve third 
parties with lax data security practices, expose data widely and make deletion hard 
to verify. In order to provide extra capacity at short notice or in real time, new pro-
viders could be added to the chain for which there is not suf fi cient chance to make 
adequate checks about their identity, practices, reputation and trustworthiness.  

    1.6.4   Lack of Consensus About Trust Management 
Approaches to Be Used 

 There is a lack of consensus about what trust management approaches should be 
used for cloud environments. The inherent complexity of trust, the subjectivity of 
some factors and the dif fi culty of contextual representation makes trust measure-
ment a major challenge. Artz and Gil  [  116  ]  provide facets of trust that can be mea-
sured for assessment purposes. Standardized trust models are needed for veri fi cation 
and assurance of accountability, but none of the large number of existing trust mod-
els to date is adequate for the cloud environment  [  117  ] . There are many trust models 
which strive to accommodate some of the factors de fi ned by Marsh  [  118  ]  and others 
 [  119  ] , and there are many trust assessment mechanisms which aim to measure them. 
These tend to be developed in isolation, and there has been little integration between 
hard and soft trust solutions. No suitable metrics exist for accountability, only a very 
high-level consideration to date  [  120  ] . Furthermore, there is no current consensus 
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on the types of evidence required to verify the effectiveness of trust mechanisms 
 [  121  ] . Although the CloudTrust protocol  [  122  ]  de fi nes some categories, it has not 
covered others such as legal liability of the parties involved.  

    1.6.5   Trust Conclusions 

 Trust is widely perceived as a key concern, for end-user consumers, organizational 
customers and regulators. Lack of consumer trust is a key inhibitor to adoption of 
cloud services. People are suspicious about what happens to their data once it goes 
into the cloud. They are worried about who can access it and how it will be copied, 
shared and used, and they feel that they are losing control. Companies who change 
from carrying out their computing in-house to using the public cloud are not so 
much concerned any more about the health of servers, but instead the con fi dentiality 
and security of their data. Regulators fear that jurisdictional controls and compli-
ance will weaken with cloud. All parties are concerned about potential access 
by certain foreign governments if sensitive data is moved to be stored within 
those countries. 

 Ultimately, usage of the cloud is a question of trade-offs between security, 
privacy, compliance, costs and bene fi ts. Trust is key to adoption of SaaS, and trans-
parency is an important mechanism. Furthermore, trust mechanisms need to be 
propagated right along the chain of service provision. We consider in the following 
section some solutions to these issues.   

    1.7   Approaches to Addressing Privacy, Security 
and Trust Issues 

 In this section, we present a brief overview of solutions and research in progress that 
aim to help address the concerns of privacy, security and trust in the cloud. 

 Overall, progress in this area demands that there should be consistent and 
co-ordinated development in three main dimensions:

    • Innovative regulatory frameworks : such as accountability  [  123  ] , which can 
facilitate both the operation of global business and provision of redress within 
cloud environments  [  124  ] .  
   • Responsible company governance : whereby organizations act as a responsible 
steward of the data which is entrusted to them within the cloud, ensuring respon-
sible behaviour via accountability mechanisms  [  125  ]  and balancing innovation 
with individuals’ expectations—Privacy by Design  [  126–  128  ]  being a way of 
achieving this.  
   • Supporting technologies : these include privacy-enhancing technologies  [  82, 
  129  ] , security mechanisms  [  130  ] , encryption  [  131  ] , anonymization  [  132  ] , etc.    
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 By using a combination of these means, users and citizens can be provided with 
reassurance that their personal data will be protected, and cloud deployments can be 
made compliant with regulations, even within countries where such regulation is 
relatively strict. 

 We discuss in the rest of this book a number of mechanisms that illustrate prom-
ising approaches addressing the privacy, security and trust concerns considered 
above. Many of these mechanisms bridge the dimensions described above, or pro-
vide the basis for services that can be offered to organizations in order to enhance 
privacy and security. In particular, Chap.   2     bridges all three areas by considering law 
enforcement, Chap.   3     discusses how technical means can support regulatory com-
pliance, and Chap.   4     shows how technology can help with corporate governance and 
provision of assurance. Chaps.   5     and   6     discuss technical mechanisms for enhancing 
security in the cloud, based upon trusted technologies. Chapters   7     and   8     consider the 
mitigation of information-security risks within an enterprise, based upon technical 
and procedural means.  

    1.8   Conclusions 

 In this chapter, we have assessed some of the key privacy and security issues 
involved in moving to cloud scenarios and set out the basis of some approaches 
that address the situation. Many of these themes are developed and explored in the 
subsequent chapters of this book. 

 Cloud models of service provision and the closely related capacity for big data 
processing and extended data mining allow new innovative approaches based upon 
increased value of personal information. At the same time, this increased business 
use of personal information can be very contentious, and so mechanisms need to be 
provided so that individuals can retain control over it. In particular, more informa-
tion is known, recorded and accessible, making it dif fi cult for people not to be 
judged on the basis of past actions. Pro fi ling of individuals by business is becoming 
much more extensive and powerful, and governments, too, are connecting informa-
tion about citizens, and their ability for much stronger surveillance is steadily 
increasing, making ‘Big Brother’-type scenarios more possible over time. 

 Current cloud services pose an inherent challenge to data privacy because they 
typically result in data being present in unencrypted form on a machine owned and 
operated by a different organization from the data owner. There are threats of unau-
thorized uses of the data by service providers and of theft of data from machines in 
the cloud. Fears of leakage of sensitive data  [  4  ]  or loss of privacy are a signi fi cant 
barrier to the adoption of cloud services  [  5,   51  ] . These fears may be justifi ed. 
For instance, in 2007, criminals targeted the prominent CSP Salesforce.com and 
succeeded in stealing customer emails and addresses using a phishing attack  [  44  ] . 
Moreover, there are laws placing geographical and other restrictions on the process-
ing by third parties of personal and sensitive information. These laws place limits on 
the use of cloud services as currently designed. 
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 The large pools of resources made available through cloud computing are not 
necessarily located in the same country nor even on the same continent. Furthermore, 
the dynamic expansion or shrinkage of a cloud makes it dif fi cult to keep track of 
what resources are used and in which country. This makes compliance with regula-
tions related to data handling dif fi cult to ful fi l. Auditing is also a challenging task 
due to the volatility of the resources used. 

 The advantages of cloud computing—its ability to scale rapidly (through sub-
contractors), store data remotely (in unknown places) and share services in a 
dynamic environment—can become disadvantages in maintaining a level of assur-
ance suf fi cient to sustain con fi dence in potential customers. These new features 
raise issues and concerns that need to be fully understood and addressed. Some of 
these issues will be shared with other paradigms, such as service-oriented architec-
tures (SOA), grid, web-based services or outsourcing, but often, they are exacer-
bated by cloud. Privacy and security solutions need to address a combination of 
issues, and this may require new and even unique mechanisms rather than just a 
combination of known techniques for addressing selected aspects. The speed and 
 fl exibility of adjustment to vendor offerings, which bene fi ts business and motivates 
cloud computing uptake, brings a higher risk to data privacy and security. This is a 
key user concern, particularly for  fi nancial and health data, and the associated lack 
of trust can be a key business inhibitor for cloud computing in domains where 
con fi dential or sensitive information is involved. 

 Responsible management of personal data is a central part of creating the trust to 
underpin adoption of cloud-based services and thereby to encourage customers to 
use cloud-based services. Privacy protection builds trust between service providers 
and users: accountability and privacy by design provide mechanisms to achieve the 
desired end effects and create this trust. This management can span a number of 
layers: policy, process, legal and technological. It is universally accepted as best 
practice that such mechanisms should be built in as early as possible into a system’s 
lifecycle. Indeed, conforming to legal privacy requirements and meeting client 
privacy and security expectations with regard to personal information require 
corporations to demonstrate a context-appropriate level of control over such data 
at all stages of its processing, from collection to destruction. 

 In this chapter, we have stressed the importance of context to privacy and 
security requirements. As a result, solutions often need to be tailored to a speci fi c 
context. In general, customers considering cloud services should consider their 
organization’s operational, security, privacy and compliance requirements to see 
what approach would best suit them. Technology may help this decision-making 
process. 

 In summary, cloud providers need to safeguard the privacy and security of per-
sonal and con fi dential data that they hold on behalf of organizations and users. In 
particular, it is essential for the adoption of public cloud systems that consumers and 
citizens are reassured that privacy and security is not compromised. It will be neces-
sary to address the problems of privacy and security raised in this chapter in order 
to provide and support trustworthy and innovative cloud computing services that are 
useful for a range of different situations.      
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  Abstract   When placing data in the cloud, users inevitably have concerns about 
unauthorised access to such data, exposing commercial secrets and breaching 
individual privacy. While such threats are primarily directed towards organised 
crime, access by law enforcement agencies in the course of an investigation has 
itself become a heightened privacy and security concern, particularly in relation to 
US authorities in a market where US-based cloud providers dominate. From a law 
enforcement perspective, the cloud represents the latest manifestation of a transna-
tional environment within which they have to operate, presenting a multitude of 
con fl icting laws. This chapter examines how rules, at a European and international 
level, attempt to balance the needs of law enforcement with the needs of users and 
providers of cloud services.  

  Keywords   Cloud computing  •  Con fi dentiality  •  Con fl ict of laws  •  Contract  •  Crime  
•  Criminal law  •  Cybercrime  •  Data disclosure  •  Data privacy  •  Data protection  
•  Data retention  •  EU  •  European Union  •  Evidence  •  Forensics  •  Interception  
•  Internet  •  Jurisdiction  •  Law enforcement  •  Law enforcement agencies  •  Legal issues  
•  Privacy  •  Security  •  Surveillance  •  Telecommunications  

       2.1   Introduction 

 As cloud services become a mainstream ICT solution for business, consumers and 
governments, so the security and privacy issues will assume increasing signi fi cance. 
To the extent that cloud services are used for criminal activities or targeted by 
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organised crime, then public law enforcement agencies (LEAs) will want and need 
to obtain access to data held in cloud services for forensic purposes during the 
course of an investigation. Such forensic data may be held on systems controlled by 
a suspect, a victim or an innocent third party (collectively referred to as ‘cloud 
users’), often located in foreign jurisdictions or where the location is unknown. 
The potential for law enforcement access can, however, generate its own commer-
cial security and privacy concerns for cloud users. The launch of Microsoft Of fi ce 
365 in June 2011, for example, was accompanied by expressions of concern that 
Microsoft would not guarantee that data of European customers could not be 
accessed by agencies acting under US jurisdiction  [  17  ] . Similar such concerns were 
behind the Dutch government appearing to suggest that US-based suppliers of cloud 
services may be ‘excluded’ from supplying public authorities handling government 
or citizen data due to the risk of access by US authorities  [  18  ] . In addition, some 
European providers have even tried to make a virtue out of their ‘non-US’ status, 
calling for certi fi cation schemes that would indicate where data is protected from 
such access. 1  

 This chapter examines the legal framework governing law enforcement access to 
data in a cloud environment, giving particular attention to European Union and 
international law, speci fi cally the Council of Europe Cybercrime Convention, 2  
governing the obtaining of data for investigative and prosecutorial purposes. 
Consideration is given to how such rules interact and potentially con fl ict with other 
laws, particularly data protection and evidential rules. It is suggested that current 
fears voiced about US-based cloud providers are more a consequence of their current 
dominance in the global cloud market, 3  while concerns about the potential reach of 
US law enforcement agents, particularly under the ‘Patriot Act’, 4  re fl ect widespread 
ignorance about powers already available to LEAs in many, if not most, leading 
jurisdictions. A greater source of concern lies in the differential privacy regimes between 
Europe and the USA and a particular lack of clarity in the  fi eld of criminal law. 

 The exercise of LEA powers raises a number of jurisdictional questions that are 
examined in this chapter. First is the question of territorial reach: When does the 
exercising of LEA powers in the cloud reach their territorial limit, thereby becoming 
potentially unlawful in the domestic jurisdiction of the LEA, as well as in the foreign 
territory in which they were exercised? Second, what obligations does a service 
provider have to assist an LEA in the course of an investigation, from delivering up 
data in response to a request to the retention of data and the implementation of an 
intercept capability? Third, how may LEA powers differ between obtaining data 
which is ‘at rest’ within a cloud service, as opposed to data ‘in transmission’ to, from 
or within the cloud service? 5  Finally, where data is obtained  ultra vires  (i.e. beyond 
the power of the LEA) in breach of legal rules, what impact may that have on its 
evidential value? 

 Each of these issues presents a boundary issue for LEAs, service providers 
and cloud users and a boundary between lawful and unlawful behaviours or regulated 
and unregulated activities. Such boundaries are by no means unique to cloud-based 
activities, but are brought into sharper focus by the anticipated shift to cloud com-
puting by users, whether as individuals or businesses. Clarifying how and when 
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those boundaries apply and what mechanisms and procedures have been adopted, or 
are proposed, to address the needs of LEAs in a cloud environment are examined in 
this chapter. First, however, we need to consider some of the forensic challenges for 
law enforcement in a cloud computing environment.  

    2.2   Forensic Challenges in the Cloud 

 Cloud users depend on various ‘service providers’ for their use of the cloud, of which 
three broad categories are distinguished for our purposes:

   A cloud service provider, who has a direct contractual relationship with the sub-• 
scriber to the service, whether offering a SaaS, PaaS, IaaS or other variant  [  4  ]   
  A cloud infrastructure provider, who provides the cloud service provider with • 
some form of infrastructure, 6  such as server farms and processing capacity, 
including persistent storage  
  A communication service provider, who provides the transmission service • 
enabling the cloud user to communicate with the cloud service provider    

 Both cloud users and service providers may become the focus of attention in an 
LEA investigation, through the utilisation of either covert investigative techniques, 
such as surveillance or interception, or the exercise of coercive powers, such 
as production or search and seizure orders, to directly obtain the forensic material. 
The layered nature of cloud computing services means that an LEA request could 
be served against a cloud infrastructure provider, such as Amazon Web Services, 
without either the cloud service provider, such as Dropbox, or the cloud user being 
aware that such a request has been made in respect of data entrusted by the user with 
his service provider. 

 Obtaining computer-derived evidence, whether ‘at rest’ or ‘in transmission’, raises 
formidable forensic challenges, which have been examined elsewhere  [  1,   2  ] . While 
methods of forensic analysis and the tools are fairly well established, some speci fi c 
forensic challenges of cloud computing can be seen in four key areas:

    • Multiplicity  – Data held by the service provider is likely to be replicated within 
the cloud for reasons of performance, availability, backup and redundancy. 
These multiple copies are likely to be stored across different ‘virtual’ and physical 
machines, sometimes in different jurisdictions. As such, when responding to an 
LEA request, a cloud service provider may have the capability of choosing to 
retrieve the data from multiple locations.  
   • Distributed storage  – Techniques widely used in cloud computing, such as 
‘sharding’ or ‘partitioning’, mean that the data will likely be stored as fragments 
across a range of machines, logically linked and reassembled on demand, rather 
than as a single contiguous data set.  
   • Protected data  – The cloud user may submit data in a protected form, i.e. using 
cryptographic techniques, which render the data opaque to the cloud service 
provider  [  7  ] . As such, when requesting data disclosure by a service provider, an 
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LEA may not be able to obtain intelligible material. In addition, the various service 
providers may apply their own cryptographic mechanisms to the submitted data, 
during transit and storage, which will need to be removed for LEA access.  
   • Identity  – With a stand-alone PC, it can be dif fi cult to establish an adequate 
forensic link between the relevant evidential data, the virtual identity of the user 
and a real-world person. These identity problems are more complex in a cloud 
environment, where there is a need to establish a link between the data held in the 
cloud; the user device from which data was created, submitted to or accessed 
from; the cloud service 7  and an individual user.    

 For the  fi rst three, the generic concern is one of access, locating the relevant data 
and reassembling or converting it into intelligible form. A fundamental principle of 
digital forensics is that data obtained for law enforcement purposes should not be 
altered through the process of obtaining, especially the metadata relating to the 
evidential content. 8  While client-side analysis will continue to offer valuable foren-
sic material, remote data retrieval will likely become the norm in a cloud environ-
ment, which increases the likelihood that data changes will occur, especially where 
access is obtained through cloud APIs 9  and architectures that are unknown to the 
investigators. As such, the competence of investigators to testify about the authen-
ticity of the process of obtaining, especially data changes attributable to their actions, 
may be compromised. 

 A shift to remote data retrieval will increase LEA reliance on cooperation from 
cloud service providers. Otherwise, access to the material could be obtained through 
a user’s access device, whether a suspect or not, under coercion, voluntarily or 
surreptitiously. In both scenarios, however, the location of the data at the moment it 
is retrieved for the purpose of investigation may be unknown and unknowable, in 
terms of the actual machines upon which the data is stored, and therefore the territory 
or territories in which it can be said to reside. It may be forensically possible for the 
cloud service or cloud infrastructure provider to identify precisely the machines on 
which the data resides at the time of a request, although more likely  ex post  than 
prior to the data being retrieved. As a consequence, consideration needs to be given 
to the impact that the inability to establish location, referred to as the ‘loss of loca-
tion’, 10  has on the exercise of law enforcement powers and the evidential value of 
cloud-derived material. Alternatively, where data fragments are located in different 
jurisdictions, it would be possible to resolve a single location prior to disclosure 
to the LEA, i.e. when and where the data is reassembled, which could be used as a 
proxy for determining the legality or enforceability of a request. 

 Remote data retrieval also differs in nature from the seizure of a suspect’s device 
for forensic analysis. While the latter involves the taking of property, in the former, 
a copy is generally obtained of the relevant data, which raises questions about the 
appropriate legal characterisation of the copied data. Whether such a breach of 
con fi dentiality constitutes an interference with a person’s ‘possessions’, engaging 
article 1 of Protocol 1 of the European Convention on Human Rights (ECHR), or his 
privacy, under article 8 of the Convention, may be uncertain. 11  The Cybercrime 
Convention refers both to the seizure and copying of data, although it does not make 
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clear whether the distinction has legal consequence. 12  However, an earlier Council 
of Europe Recommendation suggested a principle of equality, whereby data that is 
functionally equivalent to a traditional document should be treated as the same for 
the purposes of procedural law governing search and seizure. 13   

    2.3   Exercising LEA Powers 

 The Council of Europe Convention on Cybercrime (2001) is the leading public 
international law instrument harmonising substantive and procedural criminal law, 
with some 47 signatures, including non-European states such as the United States. 14  
Key objectives of the Convention are to enable the investigation and prosecution of 
cybercrime within the domestic jurisdiction, as well as facilitate international coop-
eration against transborder cybercrimes under Chapter III of the Convention. As such, 
the Convention’s provisions represent agreement amongst the signatories about the 
appropriate exercise of law enforcement powers in cyberspace, including a cloud 
environment. 

 It is expressly recognised in the Convention, at article 15, that the exercise of 
LEA powers inevitably interferes in the rights and freedoms of individuals, 
especially the right to privacy (art. 8), and therefore, any such measures must meet 
the criteria laid down in the ECHR: ‘in accordance with the law’, to meet a ‘legitimate 
interest’ and only to the extent that such interference is necessary and proportionate. 
For the purposes of this chapter, we are primarily concerned with the  fi rst of these, 
the legality of the exercise of LEA powers. 

 In general, the powers exercised by LEAs are expressly conferred by statute 
and may either be exercised in the course of carrying out duties conferred upon the 
LEA or require further and speci fi c authorisation, granted by judicial, executive or 
administrative entities. 15  Further authorisation is usually relevant to the exercise of 
covert or coercive powers, which is the primary concern of this chapter. A failure to 
obtain appropriate authorisation would generally render the LEA conduct unlawful, 
unless express immunity is granted (e.g. RIPA, s. 80 ‘General saving for lawful 
conduct’). While a law enforcement of fi cer may engage in conduct as any normal 
person without such conduct constituting an ‘exercise of power’  per se , certain conduct 
may be considered unlawful on the basis that the person, as a public of fi cial, is an 
agent of the state. 16  

 Where an LEA exercises conferred powers, the legislation granting such powers 
is usually expressly stated to be, or presumed to be, limited to the territorial jurisdiction 
of the domestic state. 17  As such, an LEA would be acting unlawfully if it exercised 
powers outside the jurisdiction, although a domestic exercise of powers may have 
an extraterritorial effect. Conversely, any domestic protections controlling such 
exercise of LEA powers would also be generally limited to acts carried out within 
the domestic jurisdiction, 18  although whether such protections are available to ‘any 
person’ within the jurisdiction or only nationals may vary. 19  
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 When considering the legality of the ‘exercise’ of an LEA power, a further 
distinction should be made between the obtaining of the authorisation and the 
conduct carried out in furtherance of that authorisation. In respect of the former, 
legality issues may arise if an LEA engages in conduct without obtaining the 
required authorisation, or the authorisation process is procedurally  fl awed. In respect 
of the latter, a validly granted authorisation may be served on an entity to which it 
is not applicable or on an entity residing outside the jurisdiction. While the authori-
sation process itself may be ‘in accordance with the law’, the act of serving it may 
render it unlawful or, at least, unenforceable. 

 The powers referred to in the Convention can be broadly divided into measures 
exercised against cloud users and those against service providers. The requirement 
to enable the ‘expedited preservation of stored computer data’ (art. 16), while poten-
tially applicable to any persons, is most likely to be used against an innocent third 
party, such as a cloud service provider, rather than a suspect. The preservation and 
disclosure of ‘traf fi c data’ is again primarily directed at service providers. ‘Traf fi c 
data’ is de fi ned in the following terms:

  any computer data relating to a communication by means of a computer system, generated 
by a computer system that formed a part in the chain of communication, indicating the 
communication’s origin, destination, route, time, date, size, duration, or type of underlying 
service. (art. 1(d))   

 This would include forensic material held by all three types of service provider 
outlined above and, indeed, the provision expressly recognises that ‘one or more 
service providers’ may have been involved in the transmission of the communication 
(art. 17(1)(b)). The Convention’s data preservation obligations are potentially appli-
cable across all types of cloud service provider, in contrast to the imposition of 
wholesale data retention obligations under EU law, applicable only to communication 
service providers. The contrast may be less stark, however, depending on how widely 
the latter category is de fi ned (discussed further below) and how the preservation 
regime operates. In the USA, for example, the authorities can issue 90-day blanket 
data preservation orders against all three types of cloud service providers, which are 
renewable for an additional 90-day period (18 U.S.C. § 2703(f)). 

 The expedited preservation of forensic material is the  fi rst stage of an investiga-
tion, LEA access to such data will often comprise a separate procedure, subject 
to different authorisation procedures. The Convention distinguishes two forms of 
production order, one being issued against a person who is in ‘possession or control’ 
of computer data, while the other is for a service provider to disclose ‘subscriber 
information’ (art. 18). The former requires the person to be located ‘in its territory’, 
although the data may be held elsewhere, while a request for subscriber information 
can extend to any service provider ‘offering its services in the territory’, which could 
obviously mean that an order may be served where both entity and data resides in a 
foreign jurisdiction. 

 ‘Possession and control’ re fl ects the terminology commonly found in the national 
law of signatories to the Convention. 20  ‘Possession’ would seem a narrower concept 
than ‘control’, even though it may extend beyond physical possession to constructive 
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possession under certain legal systems. 21  The concept of having ‘control’ over data 
could be viewed from a managerial perspective, an ability to determine the purpose 
and means of processing, 22  from a technical perspective, whether the person is 
capable of remotely accessing the data, for example, under ‘follow the sun’ support 
services, or from legal perspective, as having legal rights in respect of the data, 
‘whether legislative, executive, administrative, judicial, contractual or consensual’, 23  
which re fl ects the Convention’s approach with respect to the substantive offences. 
A court is likely to give consideration to the nature of the relationship between a 
parent company and its subsidiary, 24  which would appear to offer cloud providers 
the possibility of designing their corporate governance structure in a manner that 
could ensure that an EU-based subsidiary of a US cloud provider is legally immune 
from a production order issued under US law against that subsidiary. This is the 
converse of the current situation in Europe, where local subsidiaries of US service 
providers often decline to respond to domestic LEA requests on the grounds that 
they do not have rights of access to data held by their US parent. 25  Such Balkanisation 
of the cloud will be unappealing for cloud providers in terms of the ef fi cacy of 
the technological infrastructure, but may be a necessary response to security and 
privacy concerns. 

 In providing for a second category of production order in relation to ‘subscriber 
information’ held by a service provider, the Convention suggests the need for a 
distinct regime governing access to such data. ‘Subscriber information’ relates to 
information held by a service provider ‘relating to subscribers of  its  services’ (art. 
18(3)), which would exclude a cloud infrastructure provider from receiving data 
requests about users of a service supplied by a separate cloud provider over its 
infrastructure, as well as possibly resulting in approaches to a multitude of providers 
before locating the relevant one. In    the UK, for example, the procedure for LEA 
access to ‘subscriber data’ arises through administrative self-authorisation, rather 
than requiring judicial sanction, which would be the norm when the same request 
is made to a cloud user. 26  Such differential treatment, while clearly advantageous 
to LEAs, raises concerns about the quality of oversight given to disclosures by 
service providers. In the USA, similar disclosure obligations in respect of subscriber 
and customer data made against providers of ‘electronic communication services’ 
and ‘remote computing services’ would be judicially authorised (18 U.S.C. § 2703(c)), 
while requests for  fi nancial records may be made under an administrative subpoena 
(31 U.S.C. § 5318(k)(3)). 

 Although many LEA powers can be viewed as coercive in the sense that they 
require a person to act in a certain manner, search and seizure powers represent 
one of the most intrusive forms of exercise of power provided for in the Convention 
(art. 19). As a consequence, such powers are generally subject to judicial authorisa-
tion and are only utilised against a suspect in an investigation, for example, a cloud 
user, rather than an innocent third party who is simply in possession of relevant 
forensic material, for example, a cloud service provider. The latter will generally 
receive a production order, as described above. However, to the extent that a search 
and seizure order is executed against a cloud user, then it will obviously likely 
impact on the cloud service provider. 
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 In terms of cloud-located data, the Convention provides that an initial search may 
be extended to other computer systems connected to the user’s system, for example, 
a cloud service provider, where that other system is within the territory and such 
remote data access is lawful or accessible from the user’s system (art. 19(2)). 27  
While accessibility is straightforward, determining legality may require that an 
LEA be able to determine the location of the systems being utilised by a ‘domestic’ 
cloud service provider for the storage of the cloud user’s data. This is likely to be 
extremely dif fi cult, particularly in a timely fashion demanded by the investigators, 
unless the service provider has structured its service on a jurisdictional basis. 28  
To address this problem, the Convention provides for Member States to enable 
LEAs direct access to data stored in foreign territories. 

 Article 32 provides that a domestic LEA may access data in another territory 
without authorisation of the foreign state or the need to comply with mutual legal 
assistance procedures in one of two circumstances: where the data is ‘publicly avail-
able (open source) stored computer data’ or where the domestic LEA ‘obtains the 
lawful and voluntary consent of the person who has a lawful authority to disclose 
the data…’. The former relates to the condition of the data itself, while the latter is 
concerned with the persons who have authority over the data. 

 These two circumstances do not preclude other conduct being authorised under 
national law, rather it represents a position acceptable to all parties to the Convention. 29  
For ‘publicly available’ data, the implication is that it can be accessed without 
further authorisation, although such data may obviously be subject to other rules 
controlling further use of any information obtained, such as copyright and data pro-
tection law. Where implied authorisation cannot be assumed, i.e. where the data is 
placed behind some form of access control mechanism, then ‘lawful and voluntary 
consent’ is required to prevent law enforcement personnel from the investigating 
state committing offences under computer integrity laws of the jurisdiction in which 
the cloud resource resides. Who is capable of granting such consent? 

 The wording of the provision does not use the ‘possession or control’ criterion 
used in respect of the production orders, focusing instead on the person ‘who has the 
lawful authority to disclose the data’, although the nature of the distinction being 
implied between the two phrases is unclear. In a cloud environment, the cloud user 
will clearly have such authority. The cloud service provider is also likely to have 
such authority, generally obtained through the contractual arrangement entered into 
with the user. In a recent survey of cloud standard terms of business, virtually all 
cloud service providers reserve the right to disclose customer data, both stored by 
customers and generated by their use of the service, in certain speci fi ed circumstances. 
Such circumstances range from a high threshold, such as the receipt of a valid court 
order, to a low threshold based on the service provider’s discretion or perception 
of its best interests. 30  In the former situation, serving a domestic court order on a 
foreign cloud service provider may render the order unenforceable  [  11  ] ; therefore, 
many providers state a lower threshold, accepting requests from recognised LEAs 
or in circumstances where there is a clear and immediate need to disclose in the 
public interest, such as a danger to life. Cloud providers may also accept an obligation 
to notify a user on receipt of an LEA request, to the extent compatible by law, which 
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would empower the customer to consider legal avenues to protect the data from 
disclosure. 31  Lack of provider clarity and customer awareness about such contractual 
reservations is one reason for the recent expressions of concern about LEA access 
in a cloud environment. In April 2011, for example, Dropbox was forced to change 
the wording used in a ‘help’ article to re fl ect an amendment made to its terms of 
service. It had stated that ‘Dropbox employees aren’t able to access user  fi les’, part 
of the security assurances made to its customers relating to its use of encryption. 
However, its terms incorporate a provision enabling it to hand over user data in 
compliance with a valid court order, which required it to clarify that its employees 
are ‘prohibited’ from accessing user  fi les, rather than being unable to access them. 32  

 ‘Lawful’ is deployed twice in article 32(b),  fi rst in respect of authority of the 
person to disclose the data and then with regard to the consent granted by the 
person. In respect of the former, although a cloud provider is likely to have contrac-
tually reserved authority to disclose data, as noted above, that does not preclude 
the need to assess other legal rules that might prohibit any such disclosure. 
Such laws may be designed to protect national interest or rights-based concerns. 
The UK’s Protection of Trading Interests Act 1980, for example, was speci fi cally 
passed to restrain the extraterritorial reach of US regulatory agencies  [  8  ] . Under the 
Act, the government retains the power to prohibit compliance with a requirement 
to produce to a foreign ‘court, tribunal or authority’ any commercial document or 
information ‘which is not within the territorial jurisdiction’ of the foreign country 
(s. 2). Data protection laws, examined further below, also impose a layer of legal 
constraints over the processing of personal data, which can supersede any contractual 
authority the cloud provider may have obtained from the cloud user. From the 
requesting state’s perspective, the impact that such con fl icts of law may have on 
the ‘lawful’ nature of the request itself may vary between jurisdictions. In the USA, 
for example, the leading case of  United States v. Bank of Nova Scotia  691 F.2d 1384 
(11th Cir. 1982) held that a breach of law in the foreign state did not invalidate the 
enforceability of a domestic LEA request. 

 Although controversial, article 32 is not the only example of international agree-
ment enabling domestic LEAs to carry out an investigation in a foreign territory 
without the need to follow interstate mutual legal assistance procedures. Under Title 
III of the EU ‘Convention on Mutual Assistance in Criminal Matters’ (2000), 33  the 
issue of transborder interception is addressed. At the time of drafting, two technical 
scenarios were of concern, satellite and mobile communication systems. With 
the former, the footprint of a satellite system extends over multiple jurisdictions, but 
the available point of interception may be a so-called ‘gateway’ located in a single 
jurisdiction. 34  Thus, a lawful intercept of a person located in territory A may require 
technical assistance from territory B. This may be termed the ‘remote assist scenario’, 
which could equally be applicable to a cloud-based Communications as a Service 
(CaaS). In the second scenario, mobile network coverage in border areas may enable 
an interception authorised in territory A of persons located in territory B with 
no requirement for technical assistance from territory B. This may be termed the 
‘spillover scenario’. 
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 The Convention details two different procedures by which extraterritorial intercepts 
may be carried out in the ‘remote assist’ scenario. First, the intercepting state 
can issue a request to the state where the intercept capability is located, based on 
traditional MLA procedures. Alternatively, however, the service provider in territory 
A may carry out the interception by ‘remote control’ 35  in territory B in accordance 
with article 19, which does not require noti fi cation to an authority in territory B. 
The wording used seems to conceive of ‘control’ in a purely technical sense, 
although clearly such control may be organisational, when dealing with a single 
entity with multiple sites, or contractual, where the intercept is carried out by another 
service provider. A third procedure, under article 20, is applicable to the ‘spillover 
scenario’, which requires an authority in territory A to notify the relevant authority 
in territory B, who may permit or refuse the extraterritorial interception. 

 The ‘article 19’ procedure represents a surrender of territorial control over interception 
for the state where the ‘gateway’ is located, while extending the jurisdictional reach 
of criminal procedure for the requesting state, so it may only prove an acceptable 
solution within the context of the European Union, with its broader political and 
legal remit to establish an ‘area of freedom, security and justice’ (Treaty on European 
Union, art. 3(2)). In addition, the loss and the gains are unlikely to be shared equally 
between Member States, since the location of ‘gateways’ is likely to be driven by 
business imperatives, such as favourable tax regimes or low-cost infrastructure, 
which is likely to result in a clustering of ‘gateways’ in certain states. 

 Articles 20 and 21 of the Cybercrime Convention permit the real-time collection 
or recording of traf fi c data and the interception of communication content. 
Two scenarios are envisaged, the  fi rst involving conduct carried out solely by the 
‘competent authorities’, i.e. the LEA, and the second being where a service provider 
is required and compelled to engage in the conduct. As discussed further below, the 
concept of a service provider is broadly de fi ned and would seem to encompass all 
three types of service provider we have highlighted. 

 The Convention attempts to distinguish between LEA access to ‘stored computer 
data’, i.e. data ‘at rest’, and data obtained ‘real time’, i.e. ‘in transmission’, whether 
traf fi c data or content. The implication being, as with ‘subscriber information’, that 
separate procedures are likely to exist authorising LEAs to gather such data. While 
differential treatment may be justi fi able in public policy terms, including on privacy 
grounds, the problem for LEAs and service providers is whether a distinction 
between data at rest and data in transmission is technically meaningful and an 
appropriate boundary in a cloud environment. For example, when a user posts a 
message on a SaaS application for subsequent retrieval, is the message in the course 
of transmission until it has been ‘read’ or stored  [  10  ] ? Alternatively, should 
LEA access to automated intra-cloud transmissions of data occurring in accordance 
with load balancing algorithms be treated as an act of interception or a request for 
stored data? 

 The potential consequences of a blurred boundary between data at rest and 
in transmission in a cloud environment can be signi fi cant. An individual’s rights in 
the content of their communications may be signi fi cantly eroded. Cloud service 
providers will face legal, procedural and operational uncertainties with regard to 
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their obligations to obtain and deliver up data that has been requested by an investigator. 
Finally, LEAs will be faced with legal uncertainties about the appropriate proce-
dures to be complied with when carrying out an investigation or risk obtained data 
being excluded evidentially.  

    2.4   International Cooperation 

 As noted already, the challenge for LEAs in a cloud environment is that there is a 
high likelihood that the evidence being sought is outside the territorial jurisdiction 
of the LEA and the suspect being investigated. Where evidence is located outside 
the domestic jurisdiction with a foreign cloud provider not subject to domestic jurisdic-
tion, an investigative LEA is generally faced with four possible courses of action:

   Initiate formal mutual legal assistance (MLA) arrangements to obtain assistance • 
from a foreign LEA.  
  Engage in informal cooperation with the foreign LEA.  • 
  Liaise directly with the foreign service provider requesting voluntary assistance.  • 
  Engage directly with the material being sought.    • 

 Chapter III of the Council of Europe Cybercrime Convention is designed to facilitate 
the  fi rst and second of these through improved international cooperation. Broadly 
speaking, two forms of cooperation are addressed, the provision or exchange of 
information, which may be directly or indirectly evidential, and the delivery-up 
of the suspect, the notion of extradition. 

 The provision of information under formal MLA procedures has historically 
been notoriously complex, slow and bureaucratic, which is particularly unsuitable 
for cloud-based investigations. In 2004, for example, a US-based hosting and cloud 
company, Rackspace, received a subpoena, pursuant to a MLA Treaty, requesting 
delivery-up of certain log  fi le information pertaining to a media organisation, 
Indymedia. 36  The originating request came from a public prosecutor in Italy. 
To comply with the request for the information, Rackspace chose to shut down 
the identi fi ed host server, which was in London not the USA, and deliver up drives 
to the FBI, on the grounds that they were unable to locate the requested  fi les within 
the mandated delivery timescales. The case raises a number of issues of interest. 
First, execution of a legitimate bilateral MLA request required implementation in a 
third country, the UK, but with no involvement from domestic law enforcement or 
apparent consideration of the legality of such action under English law. 37  Second, 
the nature of the timescales involved in complying with the order meant that 
Rackspace felt the need to exceed the terms of the request, an inevitable tension 
between the need for speed, being facilitated by Convention initiatives to reduce 
procedural lag, and the ability of a requested party to respond in a lawfully compliant 
manner. The example also illustrates that even a lawfully obtained and served order 
can still result in potential unlawfully obtained material. 

 While data preservation is a relatively straightforward process, accessing the 
requested data may be considerably more problematic. The Convention attempts to 
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address this legacy through a number of mechanisms that, in part, effectively blur 
the line between the provision of formal and informal assistance. While such blurring 
can improve the ef fi ciency of international cooperation, it also raises questions 
about the legality of such cooperation and the impact that it may have on the rights 
of those under investigation and those who experience collateral interference. 

 The  fi rst tool for improving international cooperation lies in the reforms made 
to substantive criminal law. The harmonisation of offences and their extended juris-
dictional reach means that cloud-based criminal conduct is more likely to result 
in an offence being committed simultaneously in multiple jurisdictions. Under 
traditional MLA procedures, a domestic LEA would have to evidence that the 
conduct being investigated constituted, theoretically, an offence of minimum 
seriousness in both the requesting and requested jurisdiction, the so-called ‘double 
criminality’ principle. However, in a cloud-based environment, there is a greater 
likelihood that a perpetrator may be held to have engaged in the types of criminal 
conduct addressed in the Convention in both the state in which he is located as well 
as the state in which the data is located, for example, criminal content such as child 
sexual abuse images (art. 9) or the storage of devices designed for criminal conduct 
against the con fi dentiality, integrity and availability of computer systems (art. 6). 
In such a situation, the foreign LEA can choose to investigate the alleged conduct 
without a formal request having been received, on the basis that the investigated 
conduct also constitutes an offence in their territory. 

 A second mechanism for improving informal cooperation is through encouraging 
national LEAs to spontaneously (i.e. proactively) disclose information to foreign 
LEAs where it appears relevant to conduct seemingly connected to the foreign 
territory, rather than waiting for the foreign LEA to commence an investigation 
and initiate a formal MLA request (art. 26). Such exchanges of information are 
obviously largely dependent on how good relations are between the various countries 
involved, as well as the attitudes and opinions of the people on the ground within 
the LEAs. The Convention also tries to encourage such good relations through 
requiring each party to establish a designated point of contact, available 24/7, with 
the appropriate technical and legal expertise and ability to facilitate communications 
and expedite requests for assistance (art. 35). 

 The  fi nal course of action noted above, i.e. direct engagement, does not require 
cooperation between LEAs and was partly addressed in the previous section in 
respect of legitimising certain extraterritorial conduct by LEAs under article 32 of 
the Convention. However, another mode of investigation that has been raised in a 
cyber context is the possibility of an LEA actively interfering with an online resource 
associated with a suspect, such as cloud service, in order to obtain evidence. 
Such interference could clearly constitute the commission of a criminal offence by 
the LEA, in the domestic and, or, foreign jurisdiction, such as an illegal access 
under the Convention (art. 2). A statutory defence or immunity from prosecution 
would therefore be required for such conduct, as well as an authorisation and super-
vision regime. Such LEA conduct, especially in a multi-jurisdiction context, is 
fraught with dif fi culties, on grounds of principle, legality and practicality, and is not 
therefore considered further in this chapter.  
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    2.5   European Criminal Procedure 

 As with other areas of criminal procedure, different rules and procedures exist, or 
are being established, for the movement of evidence between EU Member States 
compared with the procedures governing the movement of such evidence with non-
EU states. At the moment, MLA between Member States is governed by the Council 
of Europe’s ‘European Convention on Mutual Assistance in Criminal Matters’ 
(1959), 38  which has been amended on a couple of occasions, 39  as well as supplementary 
EU measures, speci fi cally the ‘Schengen Convention’ 40  and the ‘Convention on 
Mutual Assistance in Criminal Matters’ (2000), discussed above. 

 The 1959 and 2000 Conventions, based on mutual legal assistance, are progressively 
being supplanted by other European measures designed to facilitate the handling 
of evidence between Member States, based on the principle of mutual recognition, 
as speci fi ed in the Treaty on the Functioning of the European Union, art. 82(1). 
In 2003, a Decision on the execution ‘of orders freezing property and evidence’ was 
adopted by the Council. 41  This enables an LEA in one Member State to request the 
securing of potential evidence in another Member State against potential destruction, 
transfer or disposal, through an expedited procedure. The measure builds on article 
16 of the Convention, which calls for the expedited preservation of stored computer 
data, by providing a cross-border mechanism. However, the mechanism does not 
provide for the data to be transferred to the requesting state, which is subject to a 
separate procedure. 

 In 2008, the European Evidence Warrant (EEW) 42  was adopted, which Member 
States should have transposed into national law by 19 January 2011 (art. 23(1)). 
Under the EEW measure, a request for evidence issued by an ‘issuing authority’, 
which may be a judge, an investigating magistrate or public prosecutor (art. 2(c)), in 
one Member State would be recognised and directly enforced by the ‘executing 
authority’ in the recipient Member State. However, due to the political sensitivities 
involved in establishing such procedures, the EEW is being established in two 
stages. This current instrument only covers ‘evidence which exists and is readily 
available’, 43  while evidence that requires further investigative activities to be carried 
out in the executing state, such as real-time interception and covert surveillance, as 
well as access to data retained by a communications service provider under the Data 
Retention Directive, 44  cannot be obtained under the current EEW (art. 4(2)). 

 An EEW request takes the form of a standard document, translated by the issuing 
authority into the of fi cial language of the executing authority, which can be treated 
by the executing authority in the same manner as a domestic request, with the 
requested information being obtained in a manner considered most appropriate by 
the executing authority, but ‘without delay and…no later than 60 days after receipt 
of the EEW’ (art. 15(3)). Veri fi cation of ‘double criminality’ is not required for the 
recognition or execution of an EEW, unless it involves the use of search and seizure 
powers (art. 14(1)). In the latter circumstance, veri fi cation is also not required 
for certain designated offences where they are punishable in the issuing state by a 
custodial sentence of at least 3 years (art. 14(2)). The list of offences includes child 
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pornography, fraud, computer-related crime, racism and xenophobia and counterfeiting 
and piracy of products, as well as infringements of intellectual property rights 
and sabotage. Member States have also retained the right, in exceptional cases, to 
refuse to execute an EEW where the offence has been committed wholly or partly 
in the executing state (art. 13(f)(1)), based on the territoriality principle, which may 
result in multi-state jurisdictional negotiations taking place at an evidential stage, 
rather than when deciding where to prosecute. This can be criticised for creating 
new obstacles to the transfer of evidence that are not present under traditional MLA 
procedures. 

 In April 2010, a second measure of mutual recognition was proposed by certain 
Member State governments, ‘regarding the European Investigation Order in criminal 
matters’ (‘EIO’). 45  The proposal forms part of the ‘Stockholm Programme’, 46  adopted 
by the European Council in December 2009, and is designed to replace the current 
fragmentary regime with a ‘comprehensive system for obtaining evidence in cases 
with a cross-border dimension’. 47  It would apply to almost all investigative 
measures, including those requiring the ongoing gathering of evidence, such as 
real-time surveillance, although it is proposed that certain forms of conduct would 
remain outside the regime, including the interception of satellite transmission that 
would remain subject to the 2000 Convention, as outlined above. Once the evidence 
has been obtained, it would be transferred ‘without undue delay’ to the issuing state. 48  

 The EIO proposal has generated much controversy and dispute concerning both 
the appropriateness of its legal basis as well as the scope and implications of its 
provisions  [  14  ] . However, were it to be adopted, it would facilitate LEA access to 
cloud-derived data held within the European Union, if that can be determined!  

    2.6   LEA/Service Provider Relations 

 Where evidence is located outside the territory, another course of action available to 
an LEA is to liaise directly with the service provider. The success of liaising with a 
foreign service provider will obviously depend on a range of factors, including 
the provision made in the contractual terms with the customer for the disclosure of 
data, as discussed above. Where the foreign service provider has a domestic presence, 
even though distinct from the service relevant to the investigation, is also likely to 
impact on relations. Facebook, for example, may store evidential material on servers 
in the USA relating to its cloud services, but its presence in the UK means that there 
is a domestic route through which LEA requests can be channelled to the foreign 
entity. 49  The manner in which such a request is treated by the recipient foreign entity 
will obviously vary according to internal corporate policy, but any multinational 
corporation is likely to be mindful of any impact that any adverse decision may have 
on the position of its domestic entity. In September 2010, Google launched its 
‘transparency report’ to publicise the numbers of domestic and foreign LEA requests 
it receives for user information, as well as the extent to which such requests were 
fully or partially complied with. 50  The stated aim is to contribute to ‘discussions 
about the appropriate scope and authority of government requests’. 
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 In 2008, a conference organised by the Council of Europe adopted a set of 
‘Guidelines for the cooperation between law enforcement and internet service 
providers against cybercrime’. 51  In similar fashion to the international cooperation 
measures detailed in the Convention, the Guidelines are designed to structure the 
interactions that take place ‘in an ef fi cient manner with due consideration to their 
respective roles, the cost of such cooperation and the rights of citizens’ (para. 7). 
Similar to relations between states, effective cooperation will often depend on building 
a ‘culture of cooperation’ between service providers and LEAs (para. 11), although 
detailed in written procedures 52  and achieved through appropriately trained and 
resourced points of contact. However, whether one views the existence of such a 
culture in simply positive terms or as a potential cause for concern, in terms of 
facilitating non-legal disclosures of data, will depend on your perspective and trust 
in the participating entities. The decision by Amazon to terminate the provision of 
hosting services to WikiLeaks, purportedly under pressure from the US administration, 
is an example of such concerns. 53  

 The Guidelines speci fi cally refer to requests made to foreign service providers, 
stating that LEAs ‘should be encouraged not to direct requests directly to non-
domestic Internet service providers’, but should make use of interstate procedures 
contained in international cooperation treaties. 54  This wording is obviously an implicit 
recognition that direct liaison with foreign service providers does take place, even 
if the recommendation is against such practices. In addition, indirect requests made 
through the domestic branch of the foreign service provider would not be covered 
by this recommendation. It is also interesting to note that the Guidelines do not have 
a complementary recommendation for service providers, encouraging them not to 
disclose in response to a request from a foreign LEA! 

 From the perspective of service providers, the Guidelines recommend that they 
be encouraged to cooperate with LEAs, including through reporting incidents of 
criminality which come to their attention. 55  Similar to the provisions under the 
Convention encouraging spontaneous information disclosure by foreign LEAs, 
compliance with this recommendation would effectively circumvent the need to 
comply with MLA procedures. Service providers are also recommended to estab-
lish ‘criminal compliance programmes’, which would detail their internal proce-
dures, including ‘the extent that a service provider operates in multiple countries’. 56  
From a cloud perspective, mapping a service provider’s footprint of operations and 
data centres would be of particular value to LEAs in terms of facilitating the serving 
of data requests, but not necessarily identify the jurisdiction in which the data resides 
at the time of the request. 

 Another critical factor in the relationship between LEAs and service providers is 
how the ‘service’ is characterised in law. Under the Convention, measures may be 
taken against a ‘service provider’ de fi ned in the broadest possible terms, encom-
passing all three cloud-related service providers outlined at the start of the chapter:

      i.    any public or private entity that provides to users of its service the ability to com-
municate by means of a computer system, and  

    ii.    any other entity that processes or stores computer data on behalf of such 
communication service or users of such service. (art. 1(c))       
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 Unfortunately, however, this terminology does not map neatly onto EU regulatory 
concepts. Under EU law, a distinction is made between the provision of ‘electronic 
communication services’ (‘ECS’) and ‘information society services’ (‘ISS’):

  ‘electronic communications service’ means a service normally provided for remuneration 
which consists wholly or mainly in the conveyance of signals on electronic communications 
networks, including telecommunications services and transmission services in networks 
used for broadcasting, but exclude services providing, or exercising editorial control over, 
content transmitted using electronic communications networks and services; it does not 
include information society services, as de fi ned in Article 1 of Directive 98/34/EC, which 
do not consist wholly or mainly in the conveyance of signals on electronic communications 
networks. 57    

 The latter ISS are primarily regulated under the ‘Electronic Commerce’ Directive. 58  
Taking our three types of service provider, the  fi rst two are widely seen as an ISS, 
while the provider of the communication service would be an ECS, although it 
would depend on the nature of the service being supplied in the particular circum-
stances. So, for example, the emergence of Communications as a Service (‘CaaS’) 
as a variety of cloud offering providing enterprises with the functionality of an 
in-house communications system, 59  could be seen as an ECS or, alternatively, as an 
‘associated facility’ or ‘associated service’, 60  which also form part of the EU com-
munication regime distinct from the provision of ISS. The boundary is particularly 
blurred given the potential variety of approaches that could be adopted for interpret-
ing the phrase ‘mainly in the conveyance of signals’, from quantitative to qualitative 
measures, including the imputed intention of suppliers or the perception of consum-
ers. As such, this creates legal and regulatory uncertainty for service providers, as 
well as LEAs. 

 Two key EU measures where this uncertainty becomes manifest are the 
Communications Privacy Directive (02/58/EC) and the Data Retention Directive 
(06/24/EC). Both contain provisions obliging Member States to adopt measures 
relevant to LEA access to data processed by service providers. 

 Under article 5(1) of the Communications Privacy Directive, Member States are 
required to prohibit the ‘listening, tapping, storage or other kinds of interception 
or surveillance of communications and the related traf fi c data by persons other 
than users’, except as authorised under article 15(1), which includes ‘the preven-
tion, investigation, detection and prosecution of criminal offences’. The prohibition 
is applicable against all persons, including the service provider and LEAs, but 
is only applicable to communications being transmitted by means of ‘a public 
communications network and publicly available electronic communication services’. 
Communications carried over non-public networks and services would not therefore 
be subject to the EU regime, although they are covered by the analogous Convention 
provisions (art. 21) and national legislation may extend the scope of any such 
prohibition. 61  As such, for intra- or inter-cloud communications, uncertainty exists 
as to whether such communications are subject to the additional protections granted 
under the Directive. 

 While article 15(1) permits Member States to authorise interception or surveillance 
by LEAs, it does not further specify the conditions under which such authorisation 
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may take place. By contrast, the Convention states that competent LEAs should 
be empowered to either carry out acts of interception or to compel a service 
provider ‘within its existing capability’ to carry out the interception or assist LEAs 
(art. 21(1)). In many states, however, the procedural regime goes beyond the 
Convention provision by requiring that certain entities speci fi cally implement a 
lawful intercept capability to enable LEAs to carry out or compel the interception of 
communication content. 62  Such build obligations are generally only imposed upon 
providers of communication networks or services, 63  as a regulated activity, which 
returns us to the boundary issue of whether a cloud provider can be characterised 
as an ECS or ISS. 

 Similarly, under the Data Retention Directive, the obligations to retain data are 
placed upon ‘providers of publicly available electronic communication services’. 
The regulatory boundary issue has been examined in detail by the Data Retention 
Experts Group, 64  in relation to webmail and web-based messaging, which is an 
example of a cloud-based SaaS, whether provided to corporate or consumers. 
The Position Paper considers various operational scenarios, such as a person leaving 
a message on a website for another user, and concludes that the majority constitute 
an ISS, rather than an ECS, and therefore fall outside the scope of the Data Retention 
Directive. 65  

 That this characterisation issue is a real problem can be seen in an important 
case recently examined in Belgium involving Yahoo! Inc. In this case, a public 
prosecutor requested the disclosure of certain data from Yahoo! regarding certain 
fraudulent conduct carried out using Yahoo! webmail accounts, under article 46 bis  
of the Belgium Criminal Procedure Code. Yahoo! refused to disclose on two 
grounds: (a) Yahoo! Inc., being based in the USA, was not subject to Belgian juris-
diction, and therefore, the request should have been made through MLA procedures, 
and (b) the service was not an ‘electronic communication service’ and therefore 
not subject to the relevant order  [  6  ] . The lower court held that Yahoo! had unlaw-
fully refused to disclose and imposed a €55 k  fi ne, with an additional €10 k for 
every day they continue to refuse to comply. 66  On appeal, the court held that Yahoo! 
was not a ‘provider of an electronic communication service’ and could not therefore 
be required to cooperate. 67  The Supreme Court, however, held that the Court of 
Appeal had been wrong to exempt Yahoo! from the application of the criminal 
procedure provisions on the basis that the service was not an ‘electronic communi-
cation service’ under the Belgian Electronic Communications Act 2005, as the scope 
of the concept under criminal law was broader than that under regulatory law. 68  
The decision was referred back to the Court of Appeal for reconsideration, which 
subsequently decided that Yahoo! Inc. was not subject to Belgian jurisdiction, 69  
although this is also to be appealed. 

 A similar regulated boundary issue exists under US federal criminal law in respect 
of access to stored ‘communications and transactional records’, with a distinction 
made between providers of ‘electronic communication services’ and ‘remote com-
puting services’, 70  which has procedural implications. 71  While the latter, de fi ned as 
‘the provision to the public of computer storage and or processing services by means 
of an electronic communication system’, would seem to most closely match that of 
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a cloud service provider, the US courts have struggled with the issue of characterisation 
in a similar manner to the Belgian courts  [  5,   12  ] . In  Crispin v. Christian Audigier 
Inc . 717 F.Supp.2d 965, (C.D.Cal.2010), the court held that Facebook and MySpace 
could be either an ECS or a RCS, in respect of wall postings and comments. 
Elsewhere, however, US law has circumvented such problems through the adoption 
of expansive catch-all de fi nitions. Under the Foreign Intelligence Surveillance 
Act, for example, authorisation can be given to speci fi cally target the surveillance 
of persons ‘outside the United States’, with the assistance of an ‘electronic com-
munication service provider’ de fi ned in terms that encompasses all possible types of 
cloud and communications provider. 72  

 The characterisation of cloud services from a regulatory perspective has important 
governance implications which go beyond the scope of this chapter. In the context 
of law enforcement requests for assistance, however, regulatory characterisation can 
impact directly on the legality of a law enforcement request and the obligation of the 
service provider to comply, potentially resulting in disputes between them.  

    2.7   Law Enforcement and Data Protection 

 Cloud user concerns about the long-arm reach of US law enforcement lie as much 
in the perceived threat to personal privacy as that of commercial secrecy. 73  
To address such concerns, the EU harmonising procedural measures discussed pre-
viously are complemented by a measure to protect personal data. 74  The measure was 
necessary because such matters fall outside the scope of the general data protection 
regime, i.e. Directive 95/46/EC. 75  This is an area where the Commission has 
proposed reform following the abolition of the pillars by the Lisbon Treaty. 76  

 The 2008 Decision is primarily directed to the exchange of personal data between 
law enforcement bodies, ‘competent authorities’, within the EU Member States. 
However, it also details those conditions under which it would be permissible for a 
competent authority to transfer such data onwards to a ‘third State or international 
bodies’, which include the need for ‘consent’ from the authority where the data 
originated and that the receiving entity ‘ensures an adequate level of protection’. 77  
As such, personal data obtained from an EU-based cloud user or service provider 
may be transferred by an EU domestic authority to a US LEA under mutual legal 
assistance procedures in a manner designed to safeguard the rights of data subjects. 
An MLA agreement between the USA and the EU was signed in 2003, with provisions 
on the use of personal data, including detailing the range of purposes for which the 
data may be used. 78  Other than purpose limitation, however, no ‘generic restrictions 
with respect to the legal standards of the requesting state’ may be imposed, although 
additional conditions can be speci fi ed in ‘a particular case’. 79  

 The more concerning scenario for EU cloud users, raised at the start of this chapter, 
is where a US LEA directly addresses a request to a cloud service provider that 
it produces personal data stored by cloud users in facilities located within the EU. 
As already noted, such a request is likely to be a lawful exercise of powers, provided 
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the recipient provider has reserved its rights to disclose under its terms of business. 
European data protection law, however, adds an additional compliance layer that 
could result in a breach of the law of the state in which the recipient provider, as data 
controller, is established or has ‘equipment’ on which the cloud user data resides, 
the ‘requested provider’s state’ (art. 4) [  13  ] . 

 As noted above, the general data protection regime does not encompass ‘activities 
of the State in areas of criminal law’. This is clearly not applicable to the scenario 
outlined in the previous paragraph because the requested provider’s state is not 
involved in the making or serving of the request. The EU regime both permits 
processing activities when carried out for law enforcement purposes (art. 7(e)), as 
well as exempting certain processing activities from some obligations where the 
processing is necessary for reasons which include the ‘prevention, investigation, 
detection and prosecution of criminal offences’ (art. 13). What the regime does not 
disapply, however, are the provisions governing the transfer of personal data outside 
of the EEA, articles 25 and 26. As such, for a cloud provider to respond to a request 
for personal data from a US LEA, the provider must be able to legitimise such transfer 
under the existing rules. 

 Article 25 provides that transfers to a third country may take place where there is 
‘an adequate level of protection’, such adequacy being determined in ‘the light of all 
the circumstances surrounding a data transfer’, including sectoral laws, professional 
rules and security measures. 80  US federal law enforcement bodies, for example, are 
subject to the Privacy Act 1974, which broadly re fl ects the provisions of the EU 
regime, although it is only applicable to ‘individuals’, de fi ned as ‘a citizen of the 
United States or an alien lawfully admitted for permanent residence’ (5 USC § 
552a(a)(2)). The process by which a determination of ‘adequacy’ is made can vary, 
from the default position being that of the data controller in the  fi rst instance 81  to 
reliance on a Commission  fi nding of ‘adequacy’. 82  In terms of the former, therefore, 
a cloud provider could decide that a transfer is adequate on the basis of speci fi c 
representations made by the requesting authority, such as domestic judicial over-
sight of the subpoena under which the data is requested. It would also seem arguable 
that the existence of the EU-US MLA agreement could be viewed as providing an 
assurance of ‘adequacy’ in respect of disclosures to US LEAs, which could be relied 
upon by cloud providers, even though the data protection provisions detailed in 
it fail, on the face of it, to meet the minimum criteria laid down by the Article 29 
Working Party: content principles and procedural/enforcement mechanisms. 83  
In respect of a Commission decision facilitating disclosures, a precedent exists in 
the EU agreement on ‘adequacy’ entered into with the USA concerning the ‘safe 
harbour privacy principles’ 84  and the disclosure of passenger name records to the 
US Department of Homeland Security. 85  

 Where the cloud provider determines that ‘adequacy’ is not present, then an 
exemption will need to be relied upon under article 26. The most relevant exemption 
for this discussion is where the transfer is ‘necessary or legally required on important 
public interest grounds’. 86  The scope of the ‘public interest’ exemption has been 
considered by the Article 29 Working Party in two situations concerning disclosures 
for law enforcement purposes: the operation of the whistle-blowing schemes under 
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the US Sarbanes-Oxley Act and the disclosure of  fi nancial data by SWIFT. 87  
In these opinions, the Working Party held that the important public interests had to 
be related to an EU Member State to avoid circumvention of the regime, thereby 
preventing reliance on US public interest claims. What the opinions fail to address, 
however, is the process by which a public interest claim advanced by a requesting 
LEA can be held to concurrently engage a public interest of the recipient EU state. 
As noted earlier, the transnational nature of many serious crimes, such as terrorist 
acts, coupled with harmonisation of substantive criminal law principles, increasingly 
means that criminal conduct involves the commission of offences in multiple 
jurisdictions. Where a requesting LEA claims a ‘dual’ public interest, 88  would a 
cloud provider be expected, or indeed be able, to look behind such a claim? Would 
it, for example, be expected to seek con fi rmation from a domestic LEA? 

 While the European data protection regime contains provisions that try to balance 
the potentially con fl icting interests of privacy and law enforcement, such provisions 
are strictly limited to jurisdictions held to have ‘adequate’ protections in place. 
As such, despite the extended jurisdictional reach granted LEAs under the Cybercrime 
Convention, current data protection rules may render such disclosure by a cloud 
provider unlawful. Uncertainty over the treatment of personal data processed in a 
criminal context, however, represents an obstacle to cloud computing, which needs 
to be addressed as part of the current reform process.  

    2.8   Using Cloud-Derived Evidence 

 It is beyond the scope of this chapter to examine different national rules governing the 
admissibility of cloud-derived evidence in criminal proceedings, although the appli-
cable rules will generally vary depending on how the cloud-derived evidence is char-
acterised from an evidential perspective. Stricter controls are generally placed over 
the use of testimonial and hearsay evidence, compared with real evidence generated 
by machines. 89  Most cloud-derived evidence is likely to fall into the latter category. 

 It is important to recognise that data obtained from a cloud-based service may be 
excluded from use in court proceedings on a number of grounds. Statutory rules may 
exclude certain types of evidence. In the UK, for example, evidence obtained through 
interception is generally inadmissible, which may impact on the recording of a 
suspect’s communication with his cloud service. In addition, a court generally has 
jurisdiction 90  to exclude evidence in certain circumstances if that evidence is consid-
ered to undermine or cause real prejudice to the defendant’s right to a fair trial, as 
enshrined in article 6 of the ECHR. Article 6 does not, however, contain rules on the 
admissibility of evidence; therefore, the European Court of Human Rights cannot 
exclude evidence simply on the basis that such evidence was obtained unlawfully. 91  

 Evidence gathered by an LEA may be excluded, either as a matter of law or at the 
discretion of the court, if the evidence was obtained in breach of law. Such a breach 
may result from the conduct of an LEA investigator exceeding the jurisdiction granted 
to the LEA, or the conduct itself being illegal under the substantive criminal code. 
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In terms of the former, considerations of exclusion will often depend on whether the 
conduct was an intentional  fl aunting of the applicable rules or simply a mistake 
made in good faith. 92  The legality of conduct may obviously differ between the 
foreign jurisdiction, where the evidence was obtained, and the domestic jurisdiction, 
where the evidence is being adduced, which may impact on the domestic court’s 
treatment of such evidence. In the UK, for example, a breach of foreign legal proce-
dures would only lead to the exclusion of real evidence if the nature of the breach was 
considered to amount to an act of bad faith on behalf of the domestic LEA  [  9  ] . 
On the other hand, in the United States, a request for evidence obtained from a 
foreign computer system to be suppressed on the grounds that it breached constitu-
tional protections was denied by the court on the grounds that the protection was not 
applicable to property outside the United States. 93  As a consequence, for example, a 
breach of data protection rules in the course of obtaining evidence may not constitute 
a bar to the admissibility of cloud-derived evidence, all other things being equal. 

 Evidence gathered in another state may also face admissibility challenges, where 
the rules governing the collection of evidence may differ from the state in which the 
evidence is subsequently used, especially those governing the use of testimonial and 
hearsay evidence. As a general rule, however, evidence gathered under formal MLA 
procedures, through a ‘letter rogatory’ or ‘commission rogatoire’, will be admissible 
as evidence in the requesting state. Although such procedures are available to 
both the prosecution and defence, mechanisms designed to streamline the ef fi ciency 
of these procedures are generally put in place to assist the prosecution, 94  potentially 
undermining the ‘equality of arms’ required under the right of fair trial. 95  

 The EIO proposal, outlined above, provides that an issuing state may request that 
its ‘authorities’ be able to assist the authorities of the executing state in the execu-
tion of the EIO. 96  This is not intended to constitute a grant to the LEAs of the issuing 
state of any extraterritorial powers in the territory of the executing state; rather it 
is intended to forestall admissibility challenges to the evidence when relied upon 
in future proceedings in the issuing state, through the direct involvement of the 
domestic authorities in the evidence gathering process. 

 Even if admissible in court, whether cloud-derived evidence is given evidential 
weight will often depend on the ability of the party adducing the evidence to show 
that the material is authentic and has integrity and an appropriate account can 
be rendered of how the material was handled from the moment it was obtained until 
its presentation in court. All computer-derived evidence is vulnerable to alteration 
and, in a cloud environment, the service providers may be required to verify the 
provenance of data purportedly obtained from their service.  

    2.9   Conclusion 

 In this chapter, a number of legal issues facing LEA investigators when gathering 
forensic data from a cloud environment have been examined. First, when exercising 
investigative powers granted to them by the state, particularly where they are covert 
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or involve coercion, LEAs must be concerned that such powers are not exceeded, 
either in terms of application or territorially. As we have seen,  issues of application  
may arise due to uncertainty as to the characterisation of the evidence being ‘at rest’ 
or ‘in transmission’, or the entities against which such powers may be exercised, 
while  issues of territoriality  arise from the multi-jurisdictional nature of cloud com-
puting. By exceeding such powers, the LEAs may be acting illegally, which is a 
concern in its own right, exposing LEAs to liability and potentially infringing the 
rights of others, as well as impacting on the evidential use or value of the material 
gathered in the course of the investigation. 

 Within Europe, there is a need to address the uncertainty over the regulatory 
boundary between the provision of communication services and cloud-based services, 
as the characterisation of a service has important implications in terms of the regula-
tory obligations of the service provider and their relationship with LEAs. Although 
rules in the Member States governing the investigative process, for example, 
policing operational matters, are not substantially harmonised at an EU level, there 
is evidence of an overlap between EU regulatory concepts and national rules, which 
contributes to the uncertain legal position. A second area of uncertainty is found 
in the application of current data protection rules to the transfer of personal data 
outside Europe for the purposes of a criminal investigation. The piecemeal approach 
that has resulted from the restricted competence of the community in the area of 
criminal law has placed cloud users and providers in an uncertain legal position, 
which can deter the take up of such services. 

 International rules governing the transborder gathering of evidence, ‘mutual 
legal assistance’, are unsuited to cloud-based processing activities, as with other 
forms of computer and networking environments. Reforms have taken place over 
the past 10 years to try and improve the situation, especially through resort to more 
informal interstate mechanisms, based on harmonised legal systems as well as 
building trusted networks of LEA experts. The primary concern with greater 
reliance upon informal procedures is that of accountability, ensuring that LEAs 
do not exceed their powers and inappropriately interfere with individual rights. 
As Boister warns, ‘law enforcement effectiveness tends to predominate over values 
like international legality, at the expense of legitimacy’  [  3  ] . 

 Part of the response has also resulted in sovereignty concessions being made in 
limited circumstances in order to legalise certain extraterritorial conduct by LEAs. 
While such initiatives can be viewed as eroding traditional sovereign rights, they 
can also represent an extraterritorial extension of criminal procedure jurisdiction 
that may actually strengthen sovereignty in a transnational cloud environment. 

 Another component of this shift to informality is greater cooperation between 
LEAs and service providers. For transborder investigations, this cooperation takes 
the form of domestic LEAs directly or indirectly (i.e. through a domestic entity) 
contacting foreign service providers with requests for data. Such requests shift the 
concern over legality from the requesting LEA to the responding service provider. 
However, our research indicates that cloud service providers generally provide for 
the possibility of law enforcement disclosures of customer data in their standard 
terms of business, thereby facilitating informal cooperation with LEAs, while 
mitigating the legal risks. 
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 The legality of gathering evidence in a cloud environment is obviously only part 
of the challenge facing LEAs in an investigation. Considerable technical forensic 
issues will confront LEAs. Where cloud-derived material is obtained, its admissibility 
as evidence and evidential weight may be challenged not only on the basis of 
the conduct of the LEA in the course of gathering such material but also the quality 
of the forensic process itself, which will depend in large part on the systems and 
conduct of cloud service providers.      
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  Abstract   In this chapter, we consider requirements for Privacy Impact Assessments 
(PIAs) carried out within a cloud computing environment and explain how a PIA support 
tool may be constructed. Privacy is an important consideration in cloud computing, as 
actual or perceived privacy weaknesses will impact legal compliance, data security, and 
user trust. A PIA is a systematic process for evaluating the possible future effects that a 
particular activity or proposal may have on an individual’s privacy. It focuses on under-
standing the system, initiative, or scheme; identifying and mitigating adverse privacy 
impacts; and informing decision-makers who must decide whether the project should 
proceed and in what form (Stewart    B, Privacy impact assessments. PLPR 3(7):61–64, 
1996. http://www.austrii.edu/au/journals/PLPR.html. Accessed 30 October 2011).  

  Keywords   Cloud  •  Privacy  •  Privacy Impact Assessment  •  Regulation     

     3.1   Introduction 

 A Privacy Impact Assessment    (PIA)  [  1  ]  is a systematic process for identifying and 
addressing privacy issues in an information system that considers the future conse-
quences for privacy of a proposed action  [  2  ] . It is thus, in part, a predictive exercise 
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designed to prevent or minimise adverse privacy outcomes. Typically, PIAs usually 
take the form of a series of steps, posing and answering questions and considering 
options, although they can also be more holistic in nature. In some jurisdictions, an 
expected deliverable of the PIA process is a document, such as a PIA report  [  3  ] . 
PIAs are primarily a proactive process, whereas other related business processes 
such as privacy issue analysis, privacy audits, or privacy law compliance checking 
can be proactive and reactive. For example, a privacy audit can be done in a proactive 
manner as part of an organisation’s attempt to protect private data without it being 
required by an outside agency or it can be done in a reactive manner by scrutinising 
existing projects to ensure their continuing conformity with internal rules and 
external requirements  [  4  ] . A PIA permits organisations to design privacy into new 
systems during the design and development stages, reducing the risk that costly 
retro fi tting of privacy safeguards will be required after implementation. 

 While a PIA may be perceived primarily as a management tool (i.e. as a threat/
risk assessment process), it can be used as a tool for enhancing individual privacy. 
By surfacing privacy issues at an early stage, and providing system designers with 
relevant knowledge, as well as the impetus to tackle those issues at the architectural 
level, PIAs can facilitate the raising of a system’s privacy baseline without undue 
impact on its functionality  [  5  ] . 

 Privacy rights are protected and advanced by convincing agencies and businesses 
to carry out a PIA for the following reasons: to demonstrate legal compliance, to 
allow organisations to develop better policies, to save money, to develop a culture of 
privacy protection, to prevent adverse publicity, and to mitigate risks in advance of 
resource allocation. In the case of cloud computing, the goal of enhancing end user 
trust by decreasing the risk of exposure of end user’s information is particularly 
important because there is a perceived lack of consumer trust with respect to cloud 
scenarios speci fi cally where sensitive information is involved. 

 This chapter considers the possibility of developing a PIA decision support tool for 
a cloud environment. The structure of this chapter is organised as follows. In Sect.  3.2 , 
we provide some background information on PIAs within major jurisdictions. 
Section  3.3  considers the problems and issues of privacy and security in the cloud and 
discusses the challenges of deploying a PIA tool for this environment, which provides 
the motivation for our approach. In Sect.  3.4 , we present details of a PIA tool for cloud 
environments, outlining what the tool does, how the tool works, and its architecture. 
In Sect.  3.5 , we discuss and present details of the methodology used for our PIA tool 
including the software development methodology, data collection, analysis, results, 
and modelling. In Sect.  3.6 , we cover related work previously carried out within the 
context of privacy and security in cloud computing and evaluate whether elements of 
these approaches are suitable for the proposed tool. Section  3.7  considers the planned 
next steps for the proposed tool. In Sect.  3.8 , we brie fl y provide conclusions.  

    3.2   Background 

 In this section, we discuss PIA processes in different jurisdictions and provide 
examples of PIAs that have been recently undertaken by government agencies and 
private organisations. 
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 Our analysis of the various guidance materials indicates that PIAs vary across 
jurisdictions – sometimes substantially – and that there are many interrelated dimen-
sions. The following subsections describe  fi ve major dimensions that we have 
identi fi ed. 

    3.2.1   The Level of Prescription 

 The  fi rst dimension that affects the type of PIA relates to levels of prescription 
within different jurisdictions. The requirements for conducting PIAs within different 
jurisdictions are by “legislation” (e.g. required by law), prescribed by binding 
“policy” or “recommended” by those with no legal authority (e.g. privacy commis-
sioners), and the landscape can be very complex. 

 For example, in the Canadian province of Ontario, all three levels of prescription 
exist for PIAs  [  6  ] . Section 6 of the Regulation to the “Personal Health Information 
Protection Act” (PHIPA) mandates PIAs for Health Information Network Providers 
(HINP), when two or more Heath Information Custodians (HIC) use electronic 
means to disclose Personal Health Information (PHI) to one another  [  7  ] . In this 
respect, the legislative and policy drivers for this come from the government. 
Furthermore, PIAs are required by policy at the detailed design phase or when 
requesting funding approval for product acquisition or system development work, 
where those projects involve changes in the management of personal information 
held by government programmes or otherwise affect client privacy. 

 The Ontario PIA process is very much seen as part of, or complimentary to, the 
mandated threat risk assessment process and is designed primarily to aid management 
decision-making processes. Moreover, it is the responsibility of the information 
and privacy commissioner to ensure that government and health-care practitioners 
and organisations abide by the FIPPA and MFIPPA Acts  [  8  ] . The commissioner also 
provides policy advice and training in the areas of freedom of information (FOI) and 
privacy including PIAs. 

 In addition, since the “Data Handling Procedures in Government” report 
published in June 2008  [  9  ] , PIAs in the United Kingdom (UK) are mandatory from 
all government departments that introduce new policy or processes that involve the 
use of personal data. Thus, all UK government departments will introduce PIAs 
to ensure that privacy issues are factored into plans from the start and check that 
they have been carried out as an integral part of the risk management assessment 
process. 

 Our analysis also identi fi es that organisations can conduct PIAs in the absence 
of any level of prescription (i.e. required by law, prescribed by binding policy, or 
recommended by those with no legal authority) and instead are based upon self-
regulation. The motivations for conducting self-regulation PIAs are based upon 
the perception of the bene fi ts. For example, private sector organisations typically 
conduct self-regulated PIAs when they are concerned about reputation. 

 The next section considers the application of PIAs in private and public sectors, 
which again affects the type of PIA used.  
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    3.2.2   Application of PIAs in Private and Public Sectors 

 In this section, we discuss the application of PIAs in private and public sectors. 
In jurisdictions in which PIAs are being currently applied, there is a longer history 
of regulation within organisations in the public sector than in the private sector. 
For example, in Canada, New Zealand (NZ), Australia, and the United States (US), 
public sector privacy legislation has generally predated that for the private sector. 
Therefore, most PIA requirements apply to public sector organisations such as 
government ministries or departments and types of public bodies or agencies. 
However, it is increasingly dif fi cult to determine the limits of the public sector PIAs 
under current conditions. This is because many public agencies that are outside 
government ministries now have extensive experience with PIAs. This includes 
organisations in the health sector, higher education, and statistical agencies. 
Although there is evidence that PIAs are conducted within the private sector (e.g. 
self-regulation), we do not know the extent of this in the absence of a mandate. 
However, private sector organisations have been mentioned by oversight bodies 
(e.g. privacy commissioners) and central agencies (e.g. Treasury Board of Canada) 
in relation to conducting PIAs in high-risk situations or initiatives  [  4  ] . For example, 
the Treasury Board Secretariat (TBS) of Canada states in a report of 2010 that 276 
PIAs and a short form of PIA called Preliminary Privacy Impact Assessments (PPIAs) 
were initiated, of which 188 were completed, as illustrated in Table  3.1   [  10  ] .  

 The UK Information Commissioner’s Of fi ce (ICO) also states in its “Annual 
Review” of 2010 that “over 300 PIAs have been started across central government 
and their agencies”  [  11  ] . 

 As discussed in Sect.  3.2.4 , the PIAs involved in this process include both full-scale 
PIAs (i.e. those that conduct a more in-depth internal assessment of privacy risks 
and liabilities) and small-scale PIAs (i.e. those that are less formalised and require 
less exhaustive information gathering and analysis)  [  4  ] . Thus, some examples of 
PIAs that have been conducted in the UK are outlined in Table  3.2 .  

 However, as illustrated in Table  3.3 , some organisations in the UK employ external 
consultants to carry out a PIA either because they do not possess the necessary skills 
in-house or because they wish the PIA to be perceived as being as independent as 
possible from potential in fl uences within the organisation.  

   Table 3.1    Statistical report of Canada’s PIAs and PPIAs   

  Privacy Impact Assessments    Amount  

 Number of PIAs initiated  172 
 Number of PIAs completed  89 
 Number of PIAs forwarded to the Of fi ce 

of the Privacy Commissioner of Canada 
 78 

  Preliminary Privacy Impact Assessments    Amount  

 Number of PPIAs initiated  104 
 Number of PPIAs completed  99 
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   Table 3.2    Examples of PIAs conducted in the UK   

 Organisation  Year of publication  Project/procedure assessed  Type of PIA 

 Individual electoral 
registration 

 2011  Introduction of new policy 
to help rebuild public con fi dence 
in the security of electoral 
registration 

 Full scale 

 UK Anti-Doping  2010  The disclosure of personal data to 
UK Anti-Doping by the Serious 
Organised Crime Agency 

 Small scale 

 Northern Ireland 
Statistics and 
Research Agency 
(NISRA) 

 2010  2011 census for Northern Ireland  Full scale 

 Of fi ce for National 
Statistics (ONS) 

 2009  2011 census for England and Wales  Full scale 

 UK Border Agency  2009  Exchange of  fi ngerprint information 
with immigration authorities in 
Australia, Canada, United States, 
and New Zealand 

 Small scale 

 National Policing 
Improvement 
Agency 

 2009  Electronic exchange of police 
intelligence across England 
and Wales via the Police 
National database 

 Full scale 

 Analysis of the outsourced PIAs suggests that in traditional approaches such 
as an internal distributed network, external consultants (e.g. independent experts, 
regulators, civil society groups, professional bodies and charities) often bring 
considerable experience to the PIA process, lending impartially to the process. 
However, the experiences found in the UK concerning dif fi culties in organisations 
conducting PIAs seem to be replicated in most of the jurisdictions studied. These 
include internal stakeholder resistance such as project managers who often perceived 
PIAs to be a burden and public relations managers who were wary of engagement 
with external stakeholders. 

 In addition, security of fi cers sometimes considered PIAs to be a threat to their 
expertise, and consequently, employees in that position in the organisation or acting as 
external stakeholders may often be reluctant to engage with an organisation conducting 
a PIA. This is through either lack of interest, lack of trust, or lack of resources  [  2  ] . 

   Table 3.3    Examples of PIAs outsourced in the UK   

 Organisation  Type of privacy impact accessed  Consultancy employed 

 Aegate (Pharmaceutical 
authentication 
services) 

 Use of RFID technologies to authenticate 
prescription pharmaceuticals at point 
of sale 

 Enterprise Privacy Group 

 Department 
for Transport 

 National time-distance-place road pricing 
policy. This charges vehicles based on 
when, where, and how much they drive 

 Enterprise Privacy Group 

 Phorm Inc  Behavioural targeted advertising  80/20 Thinking Ltd 
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 Moreover, an exercise such as that conducted by 80/20 Thinking Ltd cannot be 
accurately described as a PIA, given that the technology and its applications were 
already fully developed and in use in business operations at the time of the PIA 
exercise. These exercises might be more accurately characterised as a privacy audit 
or compliance check  [  12  ] . 

 In the next section, we consider the conditions and circumstances for conducting 
PIAs in the jurisdictions.  

    3.2.3   Initial Screening 

 There is variance in the mechanisms for determining the conditions and circum-
stances for conducting PIAs. Some jurisdictions have developed screening tools to 
help organisations to determine whether or not to conduct a PIA for any given initia-
tive or to identify privacy issues that may require further analysis. 

 Commonly, an initial screening exercise is conducted to determine if a PIA 
should be completed according to the rules or recommendations in the jurisdiction. 
This can be as simple as determining whether personal information is involved or 
take the form of a structured instrument that poses a series of questions, as in NZ 
 [  13  ]  and the UK  [  14  ] . 

 The US screening process is a form called a Privacy Threshold Analysis  [  15  ] . 
Those completing the form provide a variety of information about the system, 
answering speci fi c questions tailored to their operational context, and the Privacy 
Of fi ce makes an assessment that determines whether or not a PIA is required. 

 In contrast, within Canada, a Preliminary PIA (PPIA) is similar to a screening 
tool  [  8  ] . 

 In the next section, we discuss the scale of the PIA processes that are conducted 
in all jurisdictions, as this can vary considerably.  

    3.2.4   The Scale of the PIA Process 

 Generally, there are two different types of PIAs conducted in all jurisdictions 
although the names and the processes vary. For example, names attributed to a short 
form of PIA are “small-scale” (e.g. UK), “PPIA” (e.g. Canada), and “Privacy Scan” 
or “Privacy Impact Statement” in other jurisdictions. The short form of PIA is similar 
to a full-scale PIA but is less formalised and requires less exhaustive information 
gathering and analysis, usually focusing on speci fi c aspects of a project  [  4  ] . A full-scale 
PIA conducts a more in-depth internal assessment of privacy risks and liabilities. 
It analyses privacy risks, consults widely with stakeholders on privacy concerns, 
and brings forward solutions to accept, mitigate, or avoid such concerns. The process 
guidelines for a full-scale PIA tend to be more comprehensive and suggest the various 
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stages of the process. For example in Australia, the process for conducting a PIA 
consists of  fi ve stages  [  16  ] : project description, mapping the information  fl ow, privacy 
impact analysis, privacy management, and recommendations. 

 In contrast, the Ontario PIA process consists of three main stages: conceptual 
analysis, data  fl ow analysis, and follow-up analysis. However, the Ontario PIA process 
ensures client privacy is considered throughout the business redesign or project 
development cycle, particularly at the conceptual stage, the  fi nal design approval 
and funding stage, the implementation and communications stage, and at the 
post-implementation audit or review stage  [  8  ] . 

 In the UK, the processes involved in conducting a PIA are again similar to PIAs 
conducted in other jurisdictions and consist of the following  [  14  ] :

    • Initial assessment : Examines the project at an early stage, identi fi es stakeholders, 
assesses privacy risks, and decides whether a PIA is necessary or not and if 
so, what level of PIA is required.  
   • Small-scale PIA : This is less formalised and requires less exhaustive information 
gathering and analysis and usually focuses on speci fi c aspects of a project.  
   • Full-scale PIA : This consists of  fi ve phases that are usually conducted in sequence 
and include the following  [  14  ] :

     ° Preliminary : Establishes and ensures a  fi rm basis for the PIA, so that it can be 
conducted effectively and ef fi ciently  
    ° Preparation : Makes the arrangements needed to enable the following phase 
(i.e. consultation and analysis) to run smoothly  
    ° Consultation and analysis : Identi fi es problems early on, discovers effective 
solutions, and ensures that the design is adapted to include those solutions  
    ° Documentation : Documents the PIA process and the outcomes and delivers a 
PIA report  
    ° Review and audit : Ensures that the undertakings arising from the consultation and 
analysis phase are actually within the running system or implemented project     

   • Privacy law compliance check : Examines compliance with statutory powers, duties, 
and prohibitions in relation to the use and disclosure of personal information.  
   • Data protection compliance check : Examines compliance with the Data Protection 
Act of 1998. An organisation usually conducts this check when the project is 
more fully formed.    

 In the next section, we consider the people involved in conducting PIAs in all 
jurisdictions.  

    3.2.5   Who Conducts PIAs 

 PIAs are usually completed by a senior analyst or a manager with ongoing pro-
gramme administration responsibilities. The various guidance material suggests a 
team or committee approach and stipulates what types of expertise should be drawn 
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in to the PIA. This can include, with varying degrees of participation, the following 
personnel  [  2  ] : programme and project managers, privacy policy makers, legal advi-
sors, records management staff, information technology or data security experts, 
communications staff, and other functional specialists.  

    3.2.6   Current PIA Tools 

 As considered above in Sect.  3.2 , the processes involved in conducting PIAs across 
jurisdictions sometimes vary substantially. One important difference is in the PIA 
tools that each jurisdiction uses. For example, in Canada, the TBS provides an 
e-learning tool for government employees interested in learning more about privacy 
and PIAs and how to complete them. The e-learning tool consists of two courses 
(e.g. Overview and Manage/Monitor) and a PIA assistant to help users complete 
PPIAs and full PIAs  [  17  ] . 

 In contrast, the US Department of Homeland Security (DHS) employs a PIA tool 
called the Privacy Threshold Analysis that helps users determine whether a PIA is 
required under the E-Government Act of 2002 and the Homeland Security Act 2002 
 [  18  ] . In the UK, the PIA Guidelines provide a number of screening questions to help 
users decide whether a full-scale PIA or a small-scale PIA is warranted. The 
Guidelines also include a number of questions for a privacy law compliance check 
and a Data Protection Act (1998) compliance check. Templates are also included 
within the Guidelines for Data Protection compliance and the Privacy and Electronic 
Communications Regulations (PECR)  [  14  ] . 

 The evaluation processes involved in these PIA tools consist of simple question-
naires, whereby most of the questions require a “yes” or “no” response. Analysis of 
the PIA tools suggests that they are mainly based upon a simple “decision-tree” 
approach. This approach is commonly used for simple reasoning, as it is both a 
knowledge representation scheme and a method of reasoning about that knowledge. 
In addition, the PIA tools produced by the different jurisdictions are mainly proce-
dure-based (e.g. whereby a number of speci fi ed steps are used to reach the desired 
outcomes), and their granularity is coarse-grained (e.g. consist of fewer larger com-
ponents). Finally, the PIA tools are Web applications where both data and the appli-
cations are at the server-side; therefore, they do not take into account the cloud or 
any of its characteristics (e.g. on-demand self-service, ubiquitous network access, 
location-independent resource planning, rapid elasticity, and pay for use). 

 Furthermore, we contend that deploying a PIA tool (i.e. a tool that is based 
upon questionnaires in which answers provided by the user addresses the com-
plexity of privacy compliance requirements by highlighting privacy risks and 
compliance issues) can lead to negative perceptions by organisations and end 
users including  [  19  ] :

   Some organisations  fi nd it very dif fi cult to relinquish control or trust third parties • 
to manage their applications and data.  
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  Some organisations are worried about security and weak data protection in cloud • 
applications.  
  Some markets require industry-speci fi c business applications (e.g. military • 
systems) for which solutions such as the software as a service (SaaS) solution are 
not available.  
  Organisations without clear objectives and de fi ned business processes are some-• 
times no better off with a cloud solution than with an on-premise solution.     

    3.2.7   Future PIAs 

 We have seen above that a number of PIAs have been carried out in various jurisdic-
tions and that pressure is mounting from regulators for this approach to be used 
more widely. 

 Privacy rights can be protected and advanced by convincing agencies and busi-
nesses to carry out a PIA for the following reasons: to demonstrate legal compli-
ance, to allow organisations to develop better policy, to save money, to develop a 
culture of privacy protection, to prevent adverse publicity, and to mitigate risks in 
advance or resource allocation. 

 However, as business becomes more global and moves to the cloud, it will 
become increasingly dif fi cult to carry out the analysis needed and so more help will 
be required from a technical standpoint. 

 Moving PIAs onto the cloud and potentially across and between legal jurisdic-
tions, including processes that are outsourced and data that crosses organisational 
boundaries, increases risk factors and legal complexity. Therefore, in the next sec-
tion, we discuss the problems and issues of privacy and security in the cloud and 
explain further the challenges of deploying a PIA tool for this environment, before 
considering solutions later in this chapter.   

    3.3   Issues for Privacy, Security, and PIAs in the Cloud 

 In this section, we consider the problems and issues of privacy and security in the 
cloud and discuss the challenges of deploying a PIA tool in this environment, which 
provides the motivation for our approach. 

 As discussed in Chap.   1    , there are a number of privacy, security, and trust issues 
associated with the cloud including  [  20  ]  lack of user control, potential unauthorised 
secondary usage, data proliferation, transborder data  fl ow and dynamic provisioning, 
access, availability, backup, multi-tendency, and lack of standardisation. Of these 
issues, data proliferation, transborder data  fl ow, dynamic provisioning, and virtuali-
sation are very important to PIAs in the cloud. For example, data proliferation is a 
feature of cloud and this happens in a way that may involve the PIA tool being 
accessed by multiple customers from different organisations that reside in different 
jurisdictions, whereby data is not controlled by the data owners. However, Cloud 
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Service Providers (CSP) ensure availability by replicating data in multiple data 
centres; therefore, it is dif fi cult to guarantee that a copy of the PIA tool and its data 
or its backups are not stored or processed in a certain jurisdiction or that all these 
copies of the PIA tool and its data are deleted if such a request is made. This is because 
customers of the PIA tool cannot be sure that the PIA tool and its data is in one juris-
diction or that copies that are deleted are really deleted and are not recoverable by a 
CSP, as currently there are no ways to prove this as it relies on trust. 

 Furthermore, the movement of data, governance, and accountability of the PIA 
tool becomes more complex when it moves onto the cloud and potentially across 
and between legal jurisdictions. This is because processes may be outsourced and 
knowing the jurisdictions involved can be quite dif fi cult. Moreover, transferring 
data stored in the cloud to other jurisdictions may violate local laws, because of the 
dif fi culty of asserting which speci fi c server or storage device is used, due to the 
dynamic nature of the cloud  [  20  ] . 

 Virtualisation introduces similar concerns due to the separation of the logical 
entities being assessed from the underlying physical resources. Thus, virtual 
machines (VMs) are environments that are completely isolated from each other. 
Although virtualisation makes it safe for users to share the same hardware, the 
underlying physical resources are the responsibility of the CSP. However, these 
environments can sometime break down, allowing attackers to escape the boundar-
ies of this environment and have full access to the host. Therefore, organisations 
should maintain their security based on sound security practices including keeping 
software up to date with security patches, using secure con fi guration baselines, and 
using host-based  fi rewalls, antivirus software, or other appropriate mechanisms to 
detect and stop attacks. 

 However, we believe that a cloud-based PIA tool is a novel approach. This is 
because at the time of writing (e.g. February 2012), no such tool exists. Thus, the 
PIA tool can provide signi fi cant value in increasing trust as a commercial service, in 
spite of the number of challenges it faces in deployment. This is because we contend 
that the PIA tool can be accessed in the same way the cloud is delivered: “as a ser-
vice”. Indeed, the same  fi ve characteristics of the cloud (i.e. on-demand self-service, 
ubiquitous network access, location-independent resource pooling, rapid elasticity, 
and pay per use) that are used to deploy and access existing applications and tools 
may be used to deploy and access the PIA tool especially the metering that is already 
built in for billing and service-level assurance. 

 In the next section, we discuss our approach for a cloud-based PIA tool.  

    3.4   Development of a PIA Tool for Cloud Computing 

 In this section, we present details of a PIA tool for cloud environments, outlining 
what the tool does, how the tool works, and its architecture. 

 The PIA tool addresses the complexity of privacy compliance requirements for 
organisations (both public and private sector), by highlighting privacy risks and 
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compliance issues for individuals within the organisation who are not experts in 
privacy and security, so they can identify solutions in a given situation. This will 
allow organisations to identify potential issues at an early stage and hence avoid 
costs associated with pursuing development paths that are unlawful or pose a higher 
risk than an organisation can accept or insure against. Where PIAs are mandatory 
for public sector organisations, the tool can provide evidence that due process has 
been followed for the purpose of reporting and audit. More speci fi cally, it can help 
decision-makers within organisations to decide whether a new project (in a broad 
sense, encompassing scheme, notion or product, etc.) that they wish to develop 
should go ahead, and if so in what form (i.e. what restrictions there are, what addi-
tional checks should be made, etc.). The tool could be run at several stages during 
the lifetime of a project development process, each time producing different output 
and advice appropriate to that stage. 

 The PIA tool also addresses privacy and security risks in the cloud that may be 
raised, as part of its analysis about the project. This analysis includes those aspects 
mentioned in the previous section, in relation to the particular context involved: who 
the cloud service provider is, what their trust rating is, what security and privacy 
mechanisms they use, as well as other factors that are not speci fi cally cloud-related, 
for example, to what extent the current project involves sensitive information and 
for what purposes personal data will be used. 

 User input for the PIA tool contains project information, such as project name, 
organisation name, region, brief project description, project lead, and contact 
details. This is followed by a descriptive analysis of the project such as outlining 
project documents, identifying stakeholders, and identifying early privacy risks in 
order to determine if a PIA is required. For example, the user may wish to describe 
how the organisation collects or obtains personal information or explain if personal 
information will be transferred outside their jurisdiction including details of the 
receiving countries. Output for the PIA tool is a report displaying information in 
several sections: introduction, project and contact details, the summary of  fi ndings 
(which indicates if the PIA tool has found the project to be either compliant or 
not), risk summary (which indicates the levels of risk associated with each privacy 
domain), and details of other compliance/non-compliance issues, such as security, 
transparency, and transborder data  fl ows. Furthermore, the PIA tool provides 
detailed information about policies in relation to which the project is not compliant 
or is only partially compliant. In these situations, the tool provides detailed reasons 
for the partial or non-compliance by highlighting the speci fi c legislation concerned, 
risks, standards, policies, etc. Finally, recommendations are displayed indicating 
what the user (organisation) must do to resolve these issues. Throughout the 
report, clear visual indicators are displayed; these indicate the issues that appear 
to be compliant with the requirements (i.e. legislation), require further attention, 
or have failed. 

 Although our focus for the tool is on privacy and data protection, this approach 
is also applicable in a broader sense as it can apply to other compliance areas, such 
as data retention, security, and export regulation. 

 The following section provides more details of how the tool works. 



84 D. Tancock et al.

    3.4.1   Architecture and Knowledge Representation 

 In this section, we discuss the architecture and knowledge representation of the PIA 
tool. There are a number of traditional programming approaches (e.g. Java, Python, 
C#, and other object-oriented languages), available for developing a Web-based PIA 
tool that can address the generic requirements for a PIA system including the col-
lection of data such as project and contact information, the processing of data, and 
the display of data (e.g. report). Our approach for the PIA tool is a decision support 
system (DSS) based on a type of expert system  [  21  ] . A number of different 
approaches are available for developing a rule-based system (e.g. expert system) 
that stores and manipulates knowledge and interprets information in a useful way 
including Drools  [  22  ]  and VisiRule  [  23  ] . 

 The architecture of the PIA tool that we are currently developing and proto-
typing is illustrated in Fig.  3.1 . This represents one approach (i.e. client-server) 
of a Web-based PIA tool that can address privacy and cloud environments that is 
based upon our choice of using the Corvid Runtime environment for a single 
organisation  [  24  ] .  

 The PIA tool has a knowledge base (KB) that is created and updated by privacy 
experts on an ongoing basis. The experts can be within the organisation (i.e. 
in-house) or can be outsourced externally (i.e. external consultants). Thus, generic 
rules for privacy and data protection legislation from a number of jurisdictions (e.g. 
the UK Data Protection Act 1998, the US Privacy Act 1974) are created and entered 
into the KB by the experts using a speci fi c user interface (UI). This is important as 
the tool is to be deployed within a cloud environment, whereby organisations from 
different jurisdictions may ask to use the application. Initially, the tool will cover 
jurisdictions that currently conduct PIAs including the UK, the USA, Australia, NZ, 
and Canada. 

 There are two types of users: end users (who  fi ll in a questionnaire from which a 
PIA report is generated) and domain experts (who create and maintain the KB). 
Typically, users interact with the PIA tool via the Corvid Java runtime that can be 
Web based (e.g. delivered either as an applet or servlet) or  fi elded as a standalone 
Java application  [  24  ] . 

 The architecture uses the Corvid servlet runtime  [  24  ]  that delivers Hyper-Text 
Markup Language (HTML) pages that contain session-speci fi c data and variables 
that are sent to the user’s browser. Therefore, all processing is done on the server 
with only HTML pages sent to the client’s machine, and it can handle multiple users 
when questions or results are displayed. Since the servlet engine is already running, 
starting a new session is very quick as the user does not have to wait for an applet 
and KB to download. In addition, the full power of HTML and any extensions sup-
ported by the browser such as Extensible Markup Language (XML), JavaScript, or 
Java Server Pages (JSP) can be used to design the user interface screens. This allows 
for far more complex and sophisticated interfaces to be built than can be done using 
the Corvid applet approach. 
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 The PIA tool may also use multi-tenancy, whereby a single instance of the PIA 
application may run on a server, serving multiple clients (i.e. tenants) within the 
organisation. Therefore, it is possible with this architecture to have different KBs 
for different departments within the organisation that have different privacy and 
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  Fig. 3.1    PIA tool architecture for single organisation       
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organisational policies and acceptable risks. Furthermore, we believe that this 
architecture is scalable because the system has the ability to accommodate changing 
load such as the number of users in the organisation that share a single instance of 
the PIA tool. 

 Our approach uses a Corvid Exsys rules (i.e. Java) engine  [  25  ] , which makes infer-
ences by deciding which rules (i.e. those created by the domain expert that are directly 
associated with questionnaires and questions) are satis fi ed by facts or objects, prior-
itises the satis fi ed rules, and executes the rule with the highest priority. Ontologies can 
additionally be used for  fi ne-grained reasoning. The engine uses two distinct modes 
(e.g. backward and forward chaining). In forward chaining (e.g. data-driven), the 
engine searches the rules until it  fi nds one in which the “IF” condition is known to be 
true. It concludes the “THEN” condition and adds this information to its data and 
continues in this way until a goal or conclusion is reached. A meta-level description 
of the privacy rules for this phase is “IF <trigger conditions> THEN <action>”. For 
example, the National Institute of Standards and Technology (NIST) provides  fi ve 
essential characteristics (e.g. on-demand self-service, broad network access, resource 
pooling, rapid elasticity, and measured service), three service models (e.g. SaaS, plat-
form as a service (PaaS), and infrastructure as a service (IaaS)), and four deployment 
models (e.g. private, community, public, and hybrid clouds) for their de fi nition of 
cloud computing  [  26  ] . Therefore, a question in the PIA tool may ask the user “Is the 
Hybrid cloud infrastructure the best option for your organisation?” This question can 
be converted into a heuristic rule, as illustrated in Fig.  3.2   [  27  ] .  

 In backward chaining (e.g. goal driven), the engine searches for top-level goals, 
which are the possible answers to the problem or potential recommendations. 
Therefore, the engine can determine what it needs to meet a particular goal including 
determining when that goal is met or that a goal cannot be met. However, to meet 
this determination, the tool requires data on a speci fi c situation being analysed. This 
data can come from other rules, external sources such as databases and spread-
sheets, or asking the user additional questions. For example, an organisation might 
like to use a cloud provider that uses Representational State Transfer (REST) Web 
resources and supports multiple accounts with different key management techniques 
for each customer. The engine checks the rules to  fi nd one that would be relevant to 
making this decision, as illustrated in Fig.  3.3   [  27  ] :  

 Although in this case the engine has found a potentially useful rule, without more 
data, it cannot determine if this rule should be used. This is because the engine does 
not know how many multiple accounts are allowed for each customer by Windows 

IF

THEN

Your infrastructure is a composition of two or more clouds
AND

The clouds are bound together by standardised or proprietary
technology that enables data and application portability

The Hybrid cloud model is a good solution

  Fig. 3.2    Heuristic representation of cloud infrastructure question       
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Azure  [  28  ] . Therefore, the engine searches for a rule that can tell it something about 
the maximum number of multiple accounts, as illustrated in Fig.  3.4   [  27  ] :  

 Although the original rule (i.e. goal) is not forgotten, it is temporarily superseded 
by the new rule (i.e. new goal). However, to use this rule, the engine needs to know 
the maximum number of multiple accounts per customer the organisation requires. 
Thus, this answer may come from a database, a different program, other rules, or by 
asking the user directly, as the engine determines where and how to get the needed 
data. This process of having one goal requiring data leading to another goal from the 
highest level to the lowest level is how the engine in the PIA tool uses backward 
chaining  [  27  ] . In addition, as data becomes available, lower level goals are met and 
are dropped off the chain and continue until the engine is able to determine which 
of the conditions for the initial top-level goals are true. Similarly, this approach is 
used to reason about transborder data fl ow and other data protection requirements. 

 Although we use this particular inference engine to run rules, the approach is not 
reliant on any particular inference engine or speci fi c format beyond the processing 
of “IF/THEN” rules, and so a variety of mechanisms could be used from production 
rules systems to “Clips” or “Prolog”. 

 In Sect.  3.5 , we provide further details of our approach for our PIA tool including the 
software development methodology, data collection, analysis, results, and modelling. 

 The following section will provide more details of our specialised tool, including 
how it may be used in a cloud environment.  

    3.4.2   Cloud Deployment of PIA Tool 

 This section considers the deployment of our PIA tool in a cloud environment and its 
architecture. The possible deployment of our PIA tool is based upon the advantages 
and disadvantages between the cloud service models and the major cloud deployment 
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  Fig. 3.3    Heuristic representation of REST/multiple accounts question       

IF

Multiple accounts for each customer is greater than 6

THEN

Windows Azure is not a good choice

  Fig. 3.4    Heuristic representation of new goal       

 

 



88 D. Tancock et al.

models  [  26  ] . As previously discussed in Sect.  3.4.1 , there are three cloud service 
models to consider including:

    • IaaS : physical hardware such as servers, disks, and networks are abstracted into 
virtual servers and virtual storage  
   • PaaS : this provides a platform built upon the abstracted hardware that can be 
used by developers to create cloud applications such as the PIA tool  
   • SaaS : this provides our PIA tool as a service that enables customers to use the 
cloud without complexities of hardware, the Operating System (OS), or even the 
PIA tool’s installation    

 For our PIA tool, the SaaS service model appears to be appropriate, whereby the 
end users (i.e. customers) of the tool do not actually have to own the platforms. 
However, when deploying our PIA tool as a SaaS service, as with all of the other cloud 
service models, there is a common set of technological challenges including  [  29  ] :

    • User interface  fl exibility : UIs must be easy for the end users to use and meet the 
needs of the customer.  
   • Productivity : The solution for our PIA tool must provide a highly productive 
environment that focuses on industry best practices.  
   • Operational excellence : Our PIA tool must be always available and scale to the 
maximum size required.  
   • Security and compliance : The solution for our PIA tool must ensure that the data 
and application are accessed only by those who are registered to use it.  
   • Multi-tenancy : The solution for our PIA tool must be able to support from one 
user to many.  
   • Integration : The solution must be able to have the ability to easily integrate with 
other applications by supporting all relevant standards.  
   • Personalisation : This ensures that our PIA tool must look and work as the tenant 
and end users want it to. However, each tenant may want different UIs and ques-
tions for their particular organisational needs.  
   • Costs : As discussed in this section, initial costs of the deployment of our PIA 
tool depend upon the adopted solution. However, tenant and end user costs are on 
a pay-per-use basis.    

 One of the key elements discussed in the list above is multi-tenancy. In deploying 
our PIA tool as a SaaS service, multi-tenancy provides several options including  [  29  ] :

    • Isolated tenancy : Whereby our PIA tool, databases, and infrastructure are isolated 
and are hosted per tenant as separate instances  
   • Infrastructure tenancy : Whereby our PIA tool and databases are isolated, 
although the infrastructure is shared and hosted in a virtual environment  
   • Application tenancy : Whereby our PIA tool and the infrastructure are shared by 
all tenants, although the databases are isolated  
   • Shared tenancy : Whereby our PIA tool, database, and infrastructure are all shared 
by the tenants    
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 In considering which option to choose for our PIA tool as a SaaS service that 
involves multi-tenancy, a comparison is made of the different models as illustrated 
in Table  3.4 .  

 The application multi-tenancy model is more suited to our PIA tool because of 
several reasons including the initial costs are reasonably low, the scalability is high, 
and the target tenants for our PIA tool are similar in nature (i.e. they will be using 
our application to check if their projects require PIAs). Therefore, the deployment 
of our PIA tool as a SaaS application is illustrated in Fig.  3.5 .  

 There are various different options for how this might be provided within a cloud 
environment. For example, one option may be to deploy our PIA tool in a private 
cloud infrastructure, whereby the tool is provided as a service for a single organisa-
tion. Private clouds rely on virtualisation (e.g. storage and server) and treat hard-
ware as a pool of resources that can be allocated to various functions. Thus, our PIA 
tool may be managed by the organisation or a third party (e.g. cloud provider) and 
may exist on premise or off premise  [  30  ] . The advantages of using this option relate 
to control, governance, security, availability, and speed of access. In contrast, the 
disadvantages of using this option for our PIA tool are minimal elasticity, costs, and 
scalability since the organisation is responsible for setting up, maintaining, and 
growing the infrastructure as necessary  [  31,   32  ] . 

 Another option is to deploy our PIA tool as a SaaS application in a community 
cloud. In this cloud, the infrastructure may be shared by multiple organisations and 
supports a speci fi c community that has shared concerns (e.g. mission, security 
requirements, policy, jurisdiction, and compliance considerations). Again, this 
cloud may be managed by the organisation or a third party and may exist (e.g. 
hosted) on premise or off premise  [  30  ] . Some advantages of using this option for our 
PIA tool are elasticity and a pay-for-use on-demand service. However, because 
community clouds target a speci fi c industry or concern, some disadvantages for the 

   Table 3.4    Comparison of multi-tenancy models   

 Tenancy models 

 Isolated  Infrastructure  Application  Shared 

 Time to market  Short  Short  Long  Longest 
 Infrastructure costs  High  High  Low  Low 
 Economies of scale  Very poor  Poor  High  Highest 
 Scalability  Poor  Poor  High  Highest 
 Provisioning  Dif fi cult  Dif fi cult  Easy  Easy 
 Admin/mgmt costs  Very high  High  Low  Low 
 Target tenants  Dissimilar  Dissimilar  Similar  Similar 
 Allows for application changes  No  No  Yes (except DBs)  Yes 
 Coding dif fi cultly  Easier  Easy  Less dif fi cult  Dif fi cult 
 Implementation of service-level 

agreements (SLAs) 
 Easier  Easy  Less dif fi cult  Dif fi cult 

 Containment  Easier  Easy  Less dif fi cult  Dif fi cult 
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infrastructure exist including low visibility, control, trust, and higher costs due to 
specialisation in support of speci fi c customer requirements  [  31,   32  ] . 

 A possible bene fi t to PIAs in the community cloud involves the use of a com-
munal KB that may have several PIA questionnaires that represent the needs of 
the multiple organisations. Thus, the KB can be shared, updated, and maintained by 
all organisations in the community, and knowledge (such as answers and PIA deci-
sions) is therefore shared between all organisations. 
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  Fig. 3.5    PIA tool in cloud environment       
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 A third option for our PIA tool is deploying it as a SaaS application in a public 
cloud. This infrastructure is made available to the general public or a large industry 
group and is owned by an organisation or cloud provider that sells cloud services 
 [  30  ] . Again, in a public cloud, there is no purchase of physical infrastructure, and 
the organisation (i.e. client) can use the services on a pay-for-use basis (e.g. 
on-demand self-service) with maximum elasticity. However, using this option for 
our PIA tool in the public cloud can lead to several disadvantages and issues for the 
organisation including low visibility, control, and trust. For example, our PIA tool 
collects information (i.e. contact information such as name, e-mail, and telephone 
numbers) and produces results and reports that organisations may regard as sensi-
tive data or may regard their exposure as a high risk to the organisation. 

 This is because the cloud provider takes responsibility for the software and 
services. Furthermore, governance and policy enforcement is still emerging in 
public clouds, and from a security perspective, multi-tenancy provides added 
complexity  [  31,   32  ] . 

 A fourth option is to deploy our PIA tool in a hybrid cloud. A hybrid cloud is the 
composition of two or more clouds (e.g. private, community, or public) that remain 
unique entities but are bound together by standardised or proprietary technology 
that enables data and application portability such as the use of cloud bursting for 
load balancing between the clouds  [  29  ] . In this scenario, the sensitive data collected 
by our PIA tool is stored on its own private servers in a private cloud behind a 
 fi rewall away from the Internet. Therefore, published PIA results and reports that 
are then ported to the public cloud for customers would not contain sensitive infor-
mation. Thus, our PIA tool would use public clouds for less sensitive tasks such as 
the PIA questionnaires but use a private cloud for vital processing tasks. However, 
like all cloud deployment models, the hybrid cloud has advantages and disadvan-
tages, as illustrated in Table  3.5   [  31,   32  ] .  

   Table 3.5    Advantages/disadvantages of hybrid cloud   

 Hybrid cloud 

 Advantages  Disadvantages 

 Maximum  fl exibility  Most of the disadvantages for both private and 
public clouds (for their respective components) 

 Dedicated resources on-site 
(via private cloud) 

 Additional layer of software is needed to provide 
governance and brokerage between the cloud 
services 

 Pay-per-use resources off-site 
(via public or community cloud) 

 Policy must be de fi ned indicating which services 
and datasets are allowed in which part of the 
cloud 

 Off-site resources are pay for what 
is used. Turn the service off 
when done 

 The broker/governance component is an additional 
software component requiring additional 
IT skills to operate and manage 

 Elasticity when needed 
 Immediate self-service 
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 A public cloud deployment introduces a third party that may lead to several 
disadvantages and issues including low visibility, control, security, privacy, and 
trust, as discussed in Chap.   1    . 

 Another consideration is the network bandwidth constraints and cost. For exam-
ple, if a decision is made to move some of our PIA tool’s infrastructure to a public 
cloud, disruption in the network connectivity between our tool’s clients and the 
cloud service may affect the availability of our cloud hosted PIA tool. Moreover, on 
a low bandwidth network, there is a possibility that the interaction between our PIA 
tool and its customers (i.e. users) may also be affected. 

 There are additional factors to consider before selecting the use between private, 
community, and public clouds for our PIA tool. One important factor is the amount 
of storage and time our PIA tool is to be deployed. For example, 10 terabytes (TB) 
of storage supplied by a cloud provider for 5 years may involve a high pricing struc-
ture for our PIA tool in order to recover costs. On the other hand, if our PIA tool 
uses a temporary storage plan for 1 year, it may be cost-effective to use this private 
cloud. However, if the plan is to use a community cloud, the costs would be shared 
between all participating organisations. Thus, it can be seen that one of the factors 
dictating the use between private, public, or community clouds is the size of storage 
and how long the storage for our PIA tool is intended to be used. 

 Of course, cost may not be the only consideration in evaluating which type of 
deployment cloud model is best for our PIA tool, as some application services 
such as Salesforce.com (i.e. a popular customer relationship management (CRM) 
cloud service) offers unique features such as specialised management tools  [  30  ] . 
In addition, other public cloud providers offer services such as capacity planning, 
procurement, and the management of data centres. 

 Also there is the context in which our PIA will be deployed. For example, is our 
tool intended for the UK-based customers only (i.e. those who operate solely in the 
UK) or for UK customers who operate globally? This difference is critical because 
sensitive information can mean one thing in the UK under the Data Protection Act 
1998, but sensitive information can mean completely something else especially in 
other countries such as those outside the European Union (EU). 

 In general, since the deployment models (i.e. private, public, and community) 
have different characteristics and even different business drivers such as cost, the 
best solution for our PIA tool may be a hybrid solution that involves all three 
models. 

 In the next section, we provide some examples of user interfaces (UIs) that are 
part of the PIA tool.  

    3.4.3   Examples of PIA Tool UIs 

 This section considers the functionality and appearance of some of the PIA tool UIs. 
However, the examples shown are not the  fi nal production UIs, rather those designed 
as of the time of writing (March 2012). 

http://dx.doi.org/10.1007/978-1-4471-4189-1_1
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 Our PIA tool uses Java servlets that display HTML templates to end users via 
standard browsers. Typically, the call to start our PIA tool is done with a Uniform 
Resource Locator (URL)  [  27  ] :   http://www.myServer.com/CORVID/corvidsr?
KBNAME=../../MyApps/MySystem.cvr     

 The initial screen of our PIA tool consists of a log-in screen that prevents 
unauthorised users entering our application, as illustrated in Fig.  3.6 .  

 The log-in system asks for specifi c user names and passwords that allow different 
user access modes for the tool (i.e. administrator, customer and stakeholder). In a 
further instantiation, the tool would be integrated with a dedicated authentication 
mechanism that allow role-based access.  

 Upon completion of a successful log-in by users, our PIA tool automatically 
loads a fi le that contains project contextual information including: contact details, 
project details, previous PIAs and similar project information, and stakeholder 
details. This information is the result of previous usage of the tool by those users, 
although some information may be derived automatically via the login process 
e.g. via an enterprise directory system.  

    In the next section, we describe the functionality and appearance of our PIA tool 
if the end user selects the administrator mode. 

    3.4.3.1   Administrator Mode 

 This section discusses the functionality and appearance of our PIA tool when autho-
rization to the administrator mode is successful. The administration main page 
provides the user with options, as illustrated in Fig.  3.7  . For example, the administra-
tor can view projects, customers and stakeholders in a particular project, or use spe-
cifi c utilities that help maintain our PIA tool. For this particular implementation, 
restrictions are placed on the layout of some screens by the underlying application 
used, but future plans include creation of more fl exible interfaces for such screens, 
e.g. via a taskbar.  

 Projects are listed in a table that displays information including: the overal status 
of the project, the project name, organisation name, contact name, the date the proj-

  Fig. 3.6    Log-in page       

 

http://www.myServer.com/CORVID/corvidsr?KBNAME=../../MyApps/MySystem.cvr
http://www.myServer.com/CORVID/corvidsr?KBNAME=../../MyApps/MySystem.cvr
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ect was completed or last modifi ed, the person who completed or modifi ed the 
project and the project description, as illustrated in Fig.  3.8 . However, due to the 
limitations of the servers taht the tool is currently using (i.e. Corvid and Tomcat 7) 
the returned data is text. It is anticipated that for businesses that use their own 
servers for the tool the overall status fi eld in the display would include an image that 
represents the privacy risk.

To access the project the user clicks the project link. A detailsed HTML page is 
returned that displays the project information, as illustrated in Fig.  3.9 . Contact 
information and stakeholder details can be accessed, in a sanitised form if appro-
priate for the viewer.

Utilities currently under development such as the web browser, mail log analyser, 
fi rewall analyser and multi-router analyser that help the administrator to maintain 
the tool are accessed via the 'Utilities' checkbox.  

    3.4.3.2   Stakeholder Mode 

 This section describes the functionality and appearance of the stakeholder mode. This 
mode allows stakeholders to view completed reports for particular projects and allows 
stakeholders to provide feedback without going through the main questionnaires. 

  Fig. 3.7    Administration mode       

  Fig. 3.8    Project list       
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 Access and permissions to particular projects that stakeholders are involved with 
is provided by our tool in several ways. First, a log-in screen is used, whereby users 
must provide a user name and password that authorised access to a project. Second, 
permissions are set in the database via the “GRANT” option to restrict stakeholders 
to particular database tables where the project name equals the stakeholder ID. In 
addition, organisations can control permissions and access to reports by setting the 
Internet Protocol (IP) address to individual or group computers because it is often 
desirable to share a report among others or to have the PIA tool dynamically build 
a Web page that can be widely accessed. Once authorised, the stakeholder is for-
warded to the options page, as illustrated in Fig.  3.10 .  

 One option for a stakeholder is to view the reports for the project. Thus upon 
clicking “View Project Reports” they are forwarded to the view reports page, as 
illustrated in Fig.  3.11 . Report creation involves the use of a separate HTML tem-
plate that formats the contents and appearance of the report by using embedded 

  Fig. 3.9    Project information       

  Fig. 3.10    Stakeholder options       
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variables in the form [[…]], before it is added to a collection variable (i.e. a variable 
that contains a list of strings) and saved, as illustrated in Fig.  3.12   [  27  ] . This is a 
very convenient way of creating reports because information included in the report  
can be controlled. For example, one organisation may include information such as 
personal details, whereas another organisation may want to keep the report 
con fi dential.  

 The report provides in-depth analysis that helps stakeholders and decision-
makers determine whether a full-scale PIA assessment is warranted or not and 
determines whether the characteristics of the UK PIA Guidelines are complaint or 
non-compliant with the criteria. In addition, the report provides speci fi c reasons for 
the compliance status and gives advice to the user. The recommendation also 
includes embedded HTML links to specifi c information that helps the user under-
stand the advice given by the tool. However, due to the limitations of the servers 
that the PIA tool currently uses the report displayed is mainly text, as illustrated in 
Fig.  3.13 . However, a display such as a histogram may be developed that indicates 
the levels of risk associated with each key characteristic.  

 In addition, the stakeholders can complete a questionnaire about any report that 
they have read. The questionnaire consists of several questions that encourage 
communication between the stakeholders involved in the project and the project 
team, as illustrated in Fig.  3.14 , and that allow free text input and ideally attach-
ment of ancillary relevant information. Upon completion of the questionnaire the 
PIA tool automatically creates a report. Thus interaction between the project team 
and the stakeholder completed questionnaire is achieved and archived within the 
customer mode.  

 In the next section, we consider the customer mode that allows end users to 
conduct or modify a full-scale PIA initial assessment.  

  Fig. 3.11    Report list screen       

  Fig. 3.12    Embedded variables       
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    3.4.3.3   Customer Mode 

 This section describes the functionality and appearance of our PIA tool in the 
customer mode. The initial customer screen provides several options for users 
including: the ability to view stakeholder feedback, to conduct a new PIA 
 assessment, the ability to view reports, and the ability to edit an existing PIA 
assessment, as illustrated in Fig.  3.15 .  

 In both options “conduct a new PIA assessment” and “edit an existing PIA 
assessment”, a speci fi c “user ID” is used to build a unique identi fi er for saved data 
for that particular customer, as illustrated in Fig.  3.16 . However, in a production 
version of our PIA tool, there would be a combination of user ID and password to 
assure that each user’s data is protected.  

 This functionality allows customers to answer some questions and quit mid-
session during the PIA assessment, with the ability to return to the same session 
later as this can be very useful for situations including  [  28  ] :

   When there are many questions in the questionnaires that takes the user a long • 
time to answer them.  

  Fig. 3.13    Sample of completed report       

  Fig. 3.14    Sample of stakeholder form       
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  When there are questions that the end user may not be able to immediately • 
answer.  
  When there are questions that require input from several different users, each • 
providing different answers to some questions.    

 A new assessment typically begins with a welcome page that brie fl y describes the 
objective of the tool and gives a brief explanation of what a PIA is. For example, the 
objective of the tool describes it as being designed as a means to identify privacy 
risks and compliance issues on any project or activity that involves the handling of 
information, as illustrated in Fig.  3.17 . The main functionality of the page consists of 
a navigation bar and a submit button (i.e. Continue or OK) that forwards the user to 
the next page. The navigation bar contains buttons which provide a number of activi-
ties and information for the user including: 

    • Projects : Navigates to a different HTML template that lists all previous PIAs and 
similar projects conducted either by the organisation or by the individual  
   • PIA handbooks : A drop down menu that contains hyperlinks to different PIA 
handbooks that have been published by major jurisdictions  

  Fig. 3.15    Customer options       

  Fig. 3.16    Welcome page       
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   • UK legal topics : A drop down menu that contains hyperlinks to different UK 
legal documents including current legislation, regulations, and codes of practice  
   • European law : A drop down menu that contains hyperlinks to different European 
Directives involving privacy  
   • Legal organisations : A drop down menu that contains hyperlinks to different 
legal organisations including privacy commissioners websites, privacy advo-
cates, groups, and organisations  
   • Contact us : Navigates to a different HTML template in which the user can e-mail 
comments and suggestions about the tool or PIAs    

 The PIA tool can collect a variety of information from databases, fi les, or by 
manual user input. For example, contact project, stakeholder, previous PIAs and 
similar project information, as illustrated in Fig.  3.18 . Thus, information is col-
lected via a series of questions that contain free text boxes for user input. HTML 
hyperlinks are also used in the templates to provide links to instructional help, 
descriptions, and other websites. Although this information is in the internal 
results that our PIA tool produces, as previously discussed in Sect.  3.4.3.2 , cur-
rently in the implementation provided the external reports may not contain this 
information.  

 Our tool also provides users with several help pages during a PIA assessment 
run. For example, at certain stages of the assessment, current risk status and prog-
ress HTML pages appear to the users that indicate the risk associated with the 

  Fig. 3.17    Current risk level       

  Fig. 3.18    Current progress       
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project at that particular stage and how much of the questionnaire has been 
completed, as illustrated in Fig.  3.19  and Fig.  3.18 . 

 Typically, the evaluation of questions contained in our tool depends upon the 
user selecting a single answer from a number of radio buttons. For example, a cloud-
related question about customer data held in data centres within different jurisdic-
tions is illustrated in Fig.  3.20   [  33  ] . Therefore, if the user selects any of the possible 
options, they are given a number of following questions to extract further informa-
tion. For example, if the user selects “yes” a further question is asked that records 
the values entered by the user via a free text box (e.g. names of jurisdictions that 
holds the customer data), as illustrated in Fig.  3.21 . These values are then saved in 
the database in order to produce the results and following report.   

 However, if the user answers “No” to the question (i.e. Fig.  3.20 ), a further question 
asks the user for further information, as illustrated in Fig.  3.22 . The possible answers 
to this follow-up question are “yes” or “no”, whereby “yes” triggers a new question 
that is similar to Fig.  3.20 , whereby the user manually enters the values for the 
jurisdictions supplied by the cloud provider. On the other hand, if the user selects 
“no”, our PIA tool records this answer and provides a recommendation in the results 
to the user to contact their cloud provider as soon as possible.  

  Fig. 3.19    Question on customer data held in jurisdictions       

  Fig. 3.20    Question for manual user input       
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 Finally, if the user answers “not sure”, a further question is then provided by our 
PIA tool in the form of a list, as illustrated in Fig.  3.23 . In this list, the user can select 
multiple answers to the question including: 

   The selection of multiple answers that are provided in the list including the • 
“other” option, whereby the user can manually enter a value  
  The selection of “None” that clears the list and records a value of “no counties • 
have been entered by the user for this particular session” in the database    

 In addition, the list may be modi fi ed to allow the user to select a “not sure” 
option. In this case, the question is drilled down further to include simple separate 
questions about cloud providers that provide “yes/no” answers. 

 Basically, the tool uses rules to generate an output results page and also an audit 
trail. The output results page provided by our PIA tool is ultimately based on the 
answers provided by end users, as illustrated in Fig.  3.24 .  

  Fig. 3.21    Question on contacting cloud provider       

  Fig. 3.22    Question for different jurisdictions       
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 The output of the questionnaire (being the answers provided by the user) is 
matched against the “THEN” condition of the business rules: the corresponding 
action within the rules contains code that assesses associated risk and groups output 
into characteristics and categories (transborder data  fl ows, compliance with legislation, 
jurisdictions, etc.). 

 The results page provides an in-depth analysis that helps decision-makers deter-
mine whether the category is complaint or non-compliant with the UK PIA 
Guidelines. Although, our tool may use any criteria such as legislation or PIA 
Guidelines from another particular jurisdiction. In addition, the results provide 
speci fi c reasons for the compliance status and gives advice to the user. However, at 
the time of writing (March 2012), the results displayed by the tool are mainly text 
with a few images. Therefore, in the next iteration of the PIA tool, a display such as 

  Fig. 3.23    Sample of results page       

  Fig. 3.24    Overall results page       
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a histogram may be developed that indicates the levels of risk associated with each 
key characteristic. 

 Part of the analysis carried out by the tool is to consider legal aspects, such as the 
UK-US safe harbour process for US companies to comply with the European Directive 
95/46/EC on the protection of personal data  [  34  ] . The tool has to take into account the 
rules associated with transborder data  fl ows and cross-border PIAs  [  35,   36  ] ; moreover, 
the tool has to consider global organisations and their binding corporate rules. To 
achieve this, the tool will have a representation of policies related to different legal 
jurisdictions and will take these policies into account as they apply to a given context. 

 After the results page, a decision is made by our PIA tool regarding whether the 
initial full-scale PIA assessment should continue to the privacy law and data protec-
tion compliance checks or whether an initial small-scale PIA assessment should be 
conducted by the organisation, as illustrated in Fig.  3.25 . Thus, if our tool recom-
mends that the compliance checks are required, the user is forwarded to the compli-
ance checks upon clicking the “OK” button. However, if the recommendation is that 
an initial small-scale PIA assessment should be conducted, our tool automatically 
creates a report.  

  The privacy law and data protection compliance checks follow the same formats 
previously described in this section. Thus, three questions are initially asked for the 
privacy law compliance checks, and a results page is then produced by our PIA tool, 
which is based upon the users’ answers. In addition, the data protection compliance 
check consists of one question and a displayed results page. Finally, a results page is 
produced and displayed by our PIA tool that includes the results from the compliance 
checks and a report is created. 

 In summary, our PIA tool helps organisations to ensure privacy concerns are 
met and supports enterprise accountability, supplying employees with suf fi cient 
information and guidance to ensure that they design and conduct their projects in 
compliance with privacy requirements, such as those outlined in the UK PIA 
Guidelines of 2009  [  14  ] . In addition, our PIA tool identi fi es what the user (organisation) 
must do to resolve these issues. 

  Fig. 3.25    Detailed recommendations page       
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 In the next section, we consider the development suite for our PIA tool, whereby 
experts can edit and modify questions and rules.  

    3.4.3.4   Expert Mode and Development Suite 

 This section discusses the development suite that allows experts to edit and modify ques-
tions and rules. The development suite for our PIA tool has been modi fi ed into an exter-
nal  fi le (i.e. a cvd  fi le) that can reside outside the infrastructure on the experts’ computer. 
However, the cvd  fi le must have a link to the cvr  fi le, as illustrated in Fig.  3.26 .  

 However, the cvd  fi le is updated only when the system is saved, whereas the cvr 
 fi le on the server is updated whenever the system is run by the browser. 

 The development suite incorporates easy access to our PIA tools internal processes 
that allow the expert to edit and modify existing questions, rules, and risk levels or 
create new features without using the application. This is achieved by the expert 
accessing internal “blocks” including:

    • Logic blocks : These blocks are made up of rules that can be de fi ned by tree diagrams 
or stated as individual rules, whereby each block may contain many rules or only 
a single one. Thus, logic blocks are treated in our PIA tool as objects and are a 
convenient way to use a group of related rules.  
   • Action blocks : These blocks use a spreadsheet style approach to describe the 
logic of our PIA tool processes. Thus, action blocks use a procedural approach to 
solve problems by asking a series of questions.  
   • Command blocks : These blocks control how our PIA tool operates such as what 
actions to take and what order to perform actions. Fundamentally, these blocks 
control what variables our PIA tool will try to derive values for and what logic 
blocks will be used to perform that function. Also, command blocks control the 
procedural  fl ow of our PIA tool including how the system chains, what blocks to 
execute, and what results to display.    

 In the next section, we discuss the con fi dence variable that is used in our PIA tool 
to reach a “best  fi t” for several decisions and conclusions our tool makes.  

  Fig. 3.26    Stakeholder feedback       
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    3.4.3.5   Con fi dence Variable 

 This section describes the con fi dence variable that is used in our PIA tool. A 
con fi dence variable is intended to calculate an overall con fi dence value for the vari-
able. Usually, this is the con fi dence or likelihood that the result is an appropriate 
recommendation or solution to the problem that our PIA tool solves. Con fi dence 
variables can also be used in other ways, but in all cases, the variable will be given 
one or more numeric values which will be combined via a formula to produce the 
overall con fi dence value. 

 In our PIA tool, the con fi dence variable is called “risk level” and is used to measure 
the probability that the answers in the questionnaire will be selected by the user. The 
calculation of our con fi dence variable “risk level” is done by using the sum method, 
whereby the single value for each question is added together; thus, positive values 
increase the con fi dence and negative values decrease the con fi dence. However, there 
are other ways of calculation such as average, independent, dependent, multiplica-
tion, and the mycin method  [  27  ] . 

 Therefore, from and including the technology question in the initial full-scale 
PIA assessment questionnaire, each possible answer is assigned a value that re fl ects 
its con fi dence. For example, in Table  3.6 , risk level values have been assigned to 
both the technology and identi fi ers questions.  

 The use of this feature enables our PIA tool to make multiple simultaneously 
possible recommendations with differing degrees of con fi dence to reach a “best  fi t” 
for several decisions and conclusions that are then presented to the user. For example, 
a current status page that may have three possibilities (i.e. the risk level to the project 
is high, medium, or low) is displayed several times during the assessment run to 
help the user objectively view the status of the project after a particular set of questions, 
as illustrated in Fig.  3.27 .  

 Another stage where our PIA tool makes use of the con fi dence variable “risk 
level” is in the project summary that is displayed in the results page. Again, this uses 
a mathematical formula to reach the “best  fi t” for the project status from three 
possibilities (i.e. project status is high, low, or medium), as illustrated in Fig.  3.28 .  

 Finally, the con fi dence variable “risk level” is used in the tool’s full-scale PIA 
decision. Again, this is a mathematical formula that is similar to Fig.  3.28 , whereby 
different recommendations are displayed to the user, as previously described in 
Sect.  3.4.3.3 . 

 This feature is used to calculate the answers provided by the user in the ques-
tionnaire with the result of the con fi dence variable “risk level” being an appropriate 
solution (i.e. displays an compliance indicator and advice to the user for the project 
status) Thus, in our PIA tool, if the con fi dence variable “risk level” assigned to 
each question were modi fi ed to meet the needs of an organisation who interprets 
each question differently, the PIA results and the following report will re fl ect 
the change. 

 This provides an effective solution, whereby KBs can be created that have different 
values for each question that produce different results and reports. For example, 
an organisation may have several versions of the KB for different departments. 
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  Fig. 3.27    Link from cvd  fi le to cvr  fi le       

   Table 3.6    Risk levels assigned to questions   

 Risk levels assigned to questions 

 Question  Possible answer  Risk level 

 Technology  Yes  20 
 No  −10 
 Not sure  0 
 Skip question  10 

 Technology list  Smart cards  12 
 Biometrics  15 
 Mobile phone location systems  8 
 Global positioning systems  7 
 Intelligent transport systems  7 
 Visual surveillance  14 
 Digital image and video recording  16 
 Pro fi ling techniques  10 
 Data mining techniques  11 
 Logging of electronic traf fi c  8 
 Other  9 
 None  −10 

 Identi fi ers  Yes  10 
 No  −10 
 Not sure  0 
 Skip question  6 

 Identi fi ers list  Digital signature initiative  9 
 Multipurpose identi fi er  7 
 Document with identi fi able information  10 
 Regulation schemes  7 
 Biometric identi fi ers  11 
 Other  8 
 None  −10 

  Fig. 3.28    Command block showing formulas to display project status       

 

 



1073 A Privacy Impact Assessment Tool for Cloud Computing

In addition, a global organisation may have different KBs that re fl ect the PIA 
Guidelines of several jurisdictions. 

 In the next section, we discuss the decision-making process of our PIA tool.  

    3.4.3.6   Decision Making in Our PIA Tool 

 This section describes the reasoning and decision making of our PIA tool. It appears 
that simple decision trees that automate business rules are functionally limited by 
two main factors: the rules are typically black and white with no leeway for special 
cases and the complexity of logic that can be represented is quite limited such as 
“yes/no” answers based upon simple logic. 

 Our PIA tool is different in that it is able to handle very complex problem-solving 
tasks, involving probabilistic reasoning folding together many factors in reaching a 
conclusion and recommendation. For example, a typical business rule for stakeholders 
involved in projects may be “No reports after 10 days”, whereby the rule engine 
would implement this as a simple rule “If days since report created > 10 then refuse 
access”, but what would happen if one of the stakeholders wanted to access the 
report on day 11? Our PIA tool can be designed to access the stakeholders’ history, 
consider factors that may have delayed the stakeholder in accessing the report, and 
advise the project manager to make an exception or contact the stakeholder directly, 
rather than an absolute “NO”. 

 This type of reasoning and decision making in our tool is achieved by the infer-
ence engine (IE), allowing complex probabilistic backward chaining (discussed 
later in this section) logic to be used to solve complex problems in a manner com-
parable to a human expert. The IE in our tool is used to analyse and combine the 
individual rules to solve the larger problem and determines  [  27  ] :

   What possible answers there are to the problem  • 
  What data is needed to determine if a particular answer is appropriate  • 
  If there is a way to derive or calculate the needed data from other rules  • 
  When enough data is available to eliminate a possible answer, and stop asking • 
unnecessary questions related to it  
  How to differentiate between remaining answers  • 
  Which answer is most likely based upon the rules    • 

 Backward chaining in our PIA tool is “goal driven”, whereby the top-level goals 
are the possible answers to the problem or potential recommendations. The IE can 
determine what it needs to meet a particular goal including determining when that 
goal is met or that a goal cannot be met. Thus, the IE analyses what data is needed to 
determine if the  fi rst possible goal is appropriate for the user. To make this determi-
nation, our PIA tool requires data on the speci fi c situation being analysed. 

 This data can come from other rules, external sources such as databases and 
spreadsheets, or by asking the user additional questions. Therefore, the IE checks 
the rules to  fi nd one that would be relevant to making this decision. For example, if 
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the HTML report template discussed in Sect.  3.4.3.2  had an embedded variable such 
as [[ContactAddress]] that did not have a speci fi c rule associated to it. The IE in our 
tool will ask the user for this value before creating the report because this becomes 
the new goal of our tool, whereby it supersedes the original goal “create Report”. 
This process of having one goal requiring data, which leads to another goal, can be 
repeated many times in our tool. Thus, as data becomes available, lower levels goals 
are met and are dropped off the chain until the IE is able to determine which of the 
conditions for the initial top-level goal are met, and the recommendation is then 
presented to the user. 

 Our PIA tools IE also uses the forward chaining “data-driven” method, whereby 
the data is already available in the logic of the rules. In this case, the rules are tested 
sequentially to see what conclusions result. Moreover, in our PIA tool, backward 
and forward chaining methods are combined, whereby forward chaining is used to 
run top-level rules and backward chaining is used to derive needed values from 
other rule modules such as the con fi dence variable “risk level”. 

 In the next section, we consider the aspects of storing sensitive data in a shared 
cloud environment and how our PIA tool may minimise the risk.   

    3.4.4   The PIA Tool and Sensitive Data in the Cloud 

 This section discusses the storage of sensitive data in the cloud and how our PIA 
tool may minimise the risk. 

 Sensitive data encompasses a wide range of information including ethnic or 
racial origin, political opinion, religious beliefs, memberships, physical or mental 
health details, criminal or civil offences, as well as PII that relates to customer and 
contact details  [  34  ] . However, as discussed brie fl y in Sect.  3.4.2 , the de fi nition of 
sensitive data may vary across jurisdictions. 

 Our PIA tool can record information including contact name, telephone number, 
project lead name, and stakeholder details. However, answers in the initial full-scale 
PIA questionnaire may be interpreted by organisations as con fi dential data, although 
in some cases organisations may be willing to accept the risk. In addition, the KB 
itself could be classed as con fi dential by organisations if the KB was customised to 
suit their particular needs. For example, if the data gathered and also the customised 
KB is combined with company policies. To minimise risks, encryption of personal 
data is feasible, and strongly advisable, if using simple storage. Thus, the PIA tool can 
make use of a network appliance (or server), called a cloud storage gateway  [  37  ] . 

 A cloud storage gateway can provide encryption, authentication, and authorisation, 
but it is a server that resides at the customer premises and exposes cloud storage 
services as if they were local storage devices  [  37  ] . The gateway is typically packaged 
as a virtual machine (VM) and translates cloud storage Application Programming 
Interfaces (APIs), including Representational State Transfer (REST) or Simple 
Object Access Protocol (SOAP), to block-based storage protocols such as Internet 
Small Computer System Interface (iSCSI) or Fibre Channel. Additionally, the cloud 
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storage gateway uses local caching to alleviate latency issues and can translate  fi le-
based interfaces such as the Network File System (NFS) or Common Internet File 
System (CIFS) with seamless integration. This is largely due to the fact that cloud 
storage gateways use standard network protocols and can translate traditional  fi le-
based protocols to cached object-oriented storage. An advantage of using this 
approach is that the administrator (i.e. expert) can modify or update the rules and 
templates of the PIA tool very easily and quickly without corrupting the application 
 fi les that are copied by the cloud provider. 

 Another advantage of using a cloud storage gateway for our PIA tool is the ability 
to update, at regular intervals, the main  fi les of our PIA tool (i.e. cvr  fi le which is the 
java runtime servlet  fi le and HTML  fi les that can be accessed in a browser) that are 
stored in the cloud. For example, Nasuni  [  37  ]  terms this a “synchronous snapshot”. 
Thus, after the initial push (where all  fi les are copied to the public cloud and moved 
into the cache), the snapshot checks each  fi le chunk for changes within the  fi le tree. 
It then tags new  fi les and altered, corrupted, old, chunks of data as dirty. New  fi les 
are chunked, and all of the dirty data is then compressed and encrypted. The snapshot 
then sends each encrypted chunk to the speci fi ed cloud and receives the associated 
keys that allow it to retrieve  fi les in the event of a restore or a cache miss. Once both 
 fi les and directories have been pushed to the cloud, the snapshot generates a new 
root directory and tears down the snapshot, ready to start all over again. Therefore, 
the snapshot uses a number of protection techniques including the duplication, 
compression, and encryption of each  fi le, before sending them to the cloud. However, 
the snapshot only forwards changes between the original  fi les and the most recent 
version and pushes out only what is necessary, thus reducing potential storage costs. 
Moreover, many cloud storage gateways facilitate the use of encryption techniques 
and frameworks (e.g. RSA, OpenPGP), whereby the gateway has no access to 
customer data, as all encryption and decryption happens at the user site. 

 Also, data at rest which may be used by the PIA tool is generally not encrypted 
because the problem is that encryption limits data use. In particular, searching and 
indexing the data becomes problematic. For example, if data is stored in clear text, 
one can ef fi ciently search for a document by specifying a keyword. This is impos-
sible to do with traditional, randomised encryption schemes. However, there are 
solutions to this problem including predicate and homomorphic encryption, and 
private information retrieval (PIR)  [  38  ] . 

 Moreover, the data held by the tool cannot be encrypted if processed in the cloud, 
as it is not yet possible to process encrypted data in an ef fi cient way.    Note that 
techniques for doing this in a non-ef fi cient way are possible including Yao’s protocol 
for secure two-party computation  [  39  ] , Gentry’s fully homomorphic encryption 
scheme  [  40  ] , and obfuscation (discussed further in Sect.  3.6 ). 

 An important factor is that our tool collects information in the form of project 
and contact details (i.e. names, telephone numbers, and e-mail addresses) that may 
be considered by organisations and jurisdictional law (i.e. UK Data Protection Act 
1998 and EU Directive (95/46/EC)) as sensitive data. Thus, an issue arises when our 
PIA tool is deployed as a SaaS using an UK cloud provider and accessed by customers 
that are outside the UK and EU (i.e. transborder data  fl ow restrictions). 
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 In jurisdictions such as the USA, a solution is provided by a framework called 
“safe harbour”. The framework bridges the differences between the US approach on 
privacy protection with that taken by the EU Directive. Thus, the US organisations 
who self-certify to the US-EU safe harbour framework ensures the UK cloud provider 
that they provide adequate privacy protection, as de fi ned by the EU Directive  [  41  ] . 

 However, for jurisdictions that do not have any frameworks or agreements with 
the EU, a possible solution may be the use of redaction software to obscure or 
remove sensitive information such as names, telephone numbers, and e-mail 
addresses from our tools results prior to display. For example, RapidRedact  [  42  ]  is 
a tool that can be used with our PIA tool to remove the sensitive information and 
keep it private and con fi dential. The solution for sensitive data that may be in reports 
is discussed in Sect.  3.4.3.2  (i.e. Fig.  3.12 ), whereby manual HTML templates are 
created using embedded variables. Thus, if an organisation wishes to leave out 
project, contact, and stakeholder information, all they have to do is omit the vari-
ables (i.e. ProjectName, ContactName, etc.). 

 In the next section, we outline the development methodology adopted for our 
PIA tool.   

    3.5   Development Methodology for a PIA Tool in Cloud 
Computing 

 In this section, we present details of the methodology used for our PIA tool includ-
ing the software development methodology, data collection, analysis, results, and 
modelling. 

 Stakeholders (i.e. approximately 25) who were generally interested in a PIA tool 
of some description were initially contacted via e-mail and telephone. These 
consisted of several backgrounds including software development, security, privacy, 
records management, networking, and PIAs. Out of the 25, 11 stakeholders were 
chosen to participate in gathering requirements and providing feedback for our PIA 
tool and were chosen because of their working experience with PIAs, records man-
agement, security, and privacy in organisations in the UK. Typically, feedback from 
initial conversations and e-mails from the 11 participating stakeholders were mixed 
but were very encouraging in that several ideas were put forward including the use 
of open-ended questions for gathering our tools requirements, the use of semi-structured 
interviews, and the use of MoSCoW rules (discussed in Sect.  3.5.1 ). The use of 
MoSCoW rules in gathering requirements for our PIA tool was important, as it 
helped dictate the style of the interview questionnaire. In addition, after several 
conversations and e-mails, arrangements were made with the participating stake-
holders to hold interviews at their organisations. 

 The software methodology chosen for the development of the PIA tool is the 
Dynamic Systems Development Method (DSDM) framework  [  43  ] . This is because 
the framework provides a  fl exible yet controlled process that can be used to deliver 
solutions in tight project timescales (i.e. 3–6 months). Furthermore, a fundamental 
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assumption of the framework is that nothing is built perfectly  fi rst time but that as a 
rule of thumb 80 % of the solution can be produced in 20 % of the time that it would 
take to provide the total solution. This is in contrast to the classical, sequential 
“waterfall” approach, whereby the next step cannot be started until the current step 
is completed that results in projects being delivered late, usually over budget, or fail 
to meet business needs since time is not spent reworking the requirements. Moreover, 
the DSDM framework incorporates several important techniques that bene fi t the 
development of the PIA tool including  [  43  ] :

    • Timeboxing : This is a planning technique that divides the development into time 
periods (i.e. usually 4–6 weeks long with each part having its own set deadline 
and a set of deliverables).  
   • MoSCoW prioritisation : This technique reaches a common understanding with 
stakeholders on the importance they place on the delivery of each requirement 
of the PIA tool. Thus,  M  equates to “must” have,  S  equates to “should” have, 
 C  equates to “could” have, and  W  equates to “won’t” have.    

 In the next section, we discuss data collection, data analysis, and present a sum-
mary of  fi ndings for our PIA tool. 

    3.5.1   Data Collection, Analysis, and Findings 

 In this section, we consider data collection, data analysis, and present a summary of 
 fi ndings of the requirements for our PIA tool. 

 Prior to any data collection, it was agreed with participating stakeholders that the 
MoSCoW rules were set at the values:

    • Must have  => 4 points  
   • Should have  =< 3 points  
   • Could have  => 2 points  
   • Won’t have  => 1 point    

 These values were set because there was no indication of how many stakeholders 
would answer questions about the requirements for a PIA tool. Furthermore, an 
agreement was reached that the development would initially try to deliver all the 
 M ,  S , and  C  requirements, but the  S  and  C  requirements will be the  fi rst to go if the 
delivery timescale looks threatened. Moreover, agreements were made that the value 
of “very high” corresponded to the MoSCoW rule of “must” have, and the values of 
“low, very low” corresponded to the rule of “won’t” have. 

 The collection of data consists of a questionnaire (e.g. formulated to include both 
close-ended and open-ended questions) that is used to elicit from target stakehold-
ers their emotional opinions about privacy, PIAs, and the requirements for our PIA 
tool  [  44  ] . To satisfy the research objectives, the study’s methodology employed a 
series of ten semi-structured interviews with a mixture of private and public sector 
stakeholders in four geographical locations in the UK: the county borough of 
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Torfaen, the metropolitan area of Bristol, the home counties including London, and 
Essex. Interviews, each lasting approximately 45 min–1 h were conducted between 
July and September 2011. They were segregated into privacy/security of fi cers, 
record of fi cers, and information of fi cers to enhance the opportunity for different 
discussions, opinions, and perspectives. 

 Analysis of the raw data indicates that opinions and perspectives of the topics 
discussed differed signi fi cantly between the interested parties. For example, regarding 
the issue of whether privacy was an important factor within their organisation, 
privacy of fi cers naturally “valued highly” this factor. However, records and infor-
mation of fi cers suggested that privacy was “not important” or a major concern. 
Moreover, most stakeholders interviewed (e.g. 80 %) agreed that PIAs are necessary 
and that they should be adopted for their organisation and that PIAs must start at the 
“beginning of development”. In addition, one of the most notable  fi ndings to emerge 
from the study is that 70 % of the stakeholders interviewed desire an automated PIA 
tool to help them in this process. 

 To convert the raw data into requirements (i.e. functional and non-functional), 
each stakeholder’s answer relating to the functionality of the PIA tool is given a 
value based upon the agreed MoSCoW rules. For example, one question in the ques-
tionnaire is about whether the PIA tool should incorporate a stakeholder analysis 
screen, whereby the  fi ndings of this particular question are illustrated in Fig.  3.29 .  

 Each value (e.g. very high, low) is then given a number of points such as high = 4 
points. These are then multiplied with the percentage of stakeholders answering that 
particular value for the question. For example, 14 % of stakeholders answered this 
question very high, which equates to 14 × 5 = 70. This formula is then applied to all 

  Fig. 3.29    Findings for separate stakeholder analysis page       
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values of the question to give the total number of points for the question (e.g. 255 
points). To convert this number into the agreed MoSCoW rule, the total number of 
points for the question is then divided by 100 (the total percentage) to compute the 
average value. For example, using this formula, the average value of the question is 
255/100 = 2.55, which equates to the MoSCoW rule of “could” have for the ques-
tion. This method is the applied to all of the other questions about the functionality 
of the PIA tool, as illustrated in Table  3.7 .  

 Furthermore, correlation techniques such as pattern matching are applied to the 
raw data to reveal common stakeholder phrases and words such as “I must have 
that”, “I don’t like that” or “that is good”, and it appears that these phrases and 
words can be directly interpreted into MoSCoW rules to give the requirements for 
our PIA tool  [  44  ] . For example, a number of functional and non-functional require-
ments for the project information UI are illustrated in Table  3.8 .  

 In the next section, we discuss modelling the user requirements for our PIA tool.  

    3.5.2   Modelling of User Requirements for Our PIA Tool 

 In this section, we discuss modelling the user requirements for our PIA tool. In 
DSDM, the term modelling refers to Uni fi ed Modelling Language (UML) diagrams 
 [  43  ] . To illustrate modelling the user requirements for our PIA tool, we use the 
project information requirements discussed in the previous section. For example, 
Table  3.9  describes the use case requirements in detail.  

 The use case description in Table  3.9     is then converted into a use case diagram. 
For example, the third iteration for the functionality of the project information 
screen is illustrated in Fig.  3.30 , and the activity diagram for the project name is 
illustrated in Fig.  3.31 .   

 In the next section, we consider validation of our PIA tool.  

   Table 3.7    MoSCoW rules applied to UI questions   

 Prioritised list of user interfaces for PIA tool 

 Name of user interface  MoSCoW rule 

 Security log-in  Could have 
 Welcome  Should have 
 Project information  Must have 
 Contact information  Must have 
 Stakeholder analysis  Could have 
 Communication strategy  Won’t have 
 Environmental scan  Could have 
 Questionnaire  Must have 
 Display of results  Must have 
 Report  Must have 
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   Table 3.8    Requirements for project information UI   

 Requirements for project information 

 Functional requirements 

 Name  Label  Requirement 

 Interface  Project name  String data entry only 
 Project title  String data entry only 
 Project description  String data entry only 
 Project lead  String data entry only 
 Telephone no.  Numeric data entry only 

 Business  Data entered by user is stored in database 
 Clicking the Back button moves the user request to 

the Welcome screen 
 Clicking the Restart button moves the user request 

to the Start screen 
 Clicking the OK button moves the user request to 

the next question 
 Regulatory/

compliance 
 The database will have a functional audit trial 

 Security  Administrators can edit and delete project 
information 

 Non-functional requirements 

 Name  Label  Requirement 

 User  User must be able to access the project information 
23 h a day, 7 days a week 

 User is not allowed to delete project information 
 System  System must be unavailable between midnight and 

1.00 am for backups 

   Table 3.9    Use case requirements for project information UI   

 Use case requirements of project information 

 Use case  Description 

 View project information  User views the project information screen 
 Enter project name  User enters a string that represents the project name 
 Enter project title  User enters a string that represents the project title 
 Enter project lead  User enters a string that represents the name of the project leader 
 Enter telephone no.  User enters a numeric value that represents the telephone number 

of the project leader 
 Enter project description  User enters a string that represents the description of the project 
 Restart button  If user clicks this button, the system re-starts the process 
 Back button  If user clicks this button, the system moves back to the last screen 

or question viewed 
 OK button  If user clicks this button, the system moves forward to the next 

screen or question 
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    3.5.3   Validation of Our PIA Tool 

 This section discusses validation of our PIA tool. Testing our PIA tool is important 
as it helps to provide quality assurance, veri fi cation and validation, and reliability 
estimation. Corvid provides a validation function, as illustrated in Fig.  3.32   [  27  ] .  

 This function enables automating very large numbers of tests, along with setting 
various warning tests to check for speci fi c types of issues in the system. 

 Validation testing in Corvid allows for a speci fi c logic block or subset of a system 
(e.g. single or multiple variables) to be tested, allowing thorough testing of even large 
systems. Once the parameters for the validation test are set, the tests run automatically 
without additional user input. Thus, Corvid displays the number of tests that will 
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  Fig. 3.30    Use case diagram for project information UI       
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  Fig. 3.31    Activity diagram for project name use case       
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have to be run based on the selected parameters and displays the progress as the tests 
are being executed. For larger tests, they can be allowed to run over night or longer 
as needed. A  fi le is generated with any errors and problems that are detected and 
special system warnings that are generated  [  27  ] . In addition, the validation test 
parameters can also be saved to a  fi le, so that the same tests can be run again later to 
check any modi fi cations to the system. However, it does not understand the actual 
validity and correctness of the rules in the system. Therefore, it is the responsibility 
of the developer to make sure that the actual logic and advice given is correct, and 
only the author and domain expert can assure that a system is giving the correct 
answers and advice. For example, a speci fi c logic block may be used to set the value 
for a variable that is based upon user input. Thus, it may be easier to test this block 
separately from the rest of the system to analyse whether it is setting the correct 
values. This allows the developer to focus on this detail without the in fl uence of 
the rest of the system and once that part is validated the logic block can be used in a 
more extensive test. Moreover, the process of user validation (e.g. tests carried out by 
the users on the functionality of the PIA tool) has not started, so there is currently no 
feedback from users on the tool. It is hoped that this process will be completed in 
the near future. 

 In the next section, we consider related work in the areas of privacy and security in 
cloud computing to evaluate whether these approaches are suitable to aid enhancement 
of our PIA tool.   

  Fig. 3.32    Validation testing in Corvid       
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    3.6   Related Work 

 In this section, we consider related work in the areas of privacy and security in cloud 
computing to evaluate whether these approaches are suitable to aid enhancement of 
our PIA tool. 

 Accountability as a way forward for privacy protection in the cloud is considered 
by Pearson and Charlesworth  [  45  ] . They propose the incorporation of complemen-
tary regulatory, procedural, and technical provisions that demonstrate accountabil-
ity into a  fl exible operational framework to address privacy issues within a cloud 
computing scenario. They believe that accountability is a useful basis for enhancing 
privacy in many cloud computing scenarios, as corporate management can quickly 
comprehend its links with the recognised concept of, and mechanisms for achiev-
ing, corporate responsibility. Accountability in this context is corporate data gover-
nance (i.e. the management of the availability, usability, integrity, and security of 
the data used, stored, or processed within an organisation), and it refers to the pro-
cess by which a particular goal – the prevention of disproportionate (in the circum-
stances) harm to the subjects of PII – can be obtained via a combination of public 
law (legislation, regulation), private law (contract), self-regulation, and the use of 
privacy technologies (system architectures, access controls, machine readable poli-
cies). The approach taken requires a combination of procedural and technical mea-
sures to be used and co-designed. In essence, this would use measures to link 
organisational obligations to machine readable policies and mechanisms to ensure 
that these policies are adhered to by the parties that use, store, or share that data, 
irrespective of the jurisdiction in which the information is processed. Companies 
providing cloud computing services would give a suitable level of contractual assur-
ances, to the organisation that wishes to be accountable, that they can meet the poli-
cies (i.e. obligations) that it has set, particularly PII protection requirements. 
Furthermore, technology can provide a stronger level of evidence of compliance 
and audit capabilities. However, while the approach appears to be a practical way 
forward, it has limitations. For example, while contracts provide a solution for an 
initial service provider to enforce its policies along the chain, risks that cannot be 
addressed contractually will remain, as data has to be unencrypted at the point of 
processing, creating a security risk and vulnerability due to the cloud’s attractive-
ness to cybercriminals. Moreover, only large corporate users are likely to have the 
legal resources to replace generic SLAs with customised contracts. 

 Obfuscation, as a  fi rst line of defence is described by Pearson et al.  [  46  ] . This 
chapter describes a tool called “privacy manager”, which they believe reduces the 
risk to the cloud computing user of their private data being stolen or misused and 
also assists the cloud computing provider to conform to privacy law. The idea is that 
instead of being present unencrypted in the cloud, the user’s private data is sent to 
the cloud in an encrypted form, and the processing is done on the encrypted data. 
The output of the processing is de-obfuscated by the privacy manager to reveal 
the correct result. The obfuscation method uses a key which is chosen by the user 
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and known by the privacy manager but is not communicated to the service provider. 
Thus, the service provider is not able to de-obfuscate the user’s data, and the 
un-obfuscated data is never present on the service provider’s machines. 

 Although some obfuscation methods are highly susceptible to known plaintext 
attacks  [  46  ] , this does at least protect the data from opportunistic data thieves with 
access to cloud databases because it ensures that the data is never present in the 
database in the clear. 

 Use of DSSs for cloud computing and PIAs is a very new  fi eld and there are few 
systems available. Those that are available for cloud computing are found in the 
areas of clinical decision applications  [  47  ]  and life science enterprise solutions  [  48  ] . 
However, very recently, there has been a step change in DSS for PIAs (such as 
privacy expert systems). Typically, a DSS has a KB that needs to be created and 
updated periodically by experts on an ongoing basis and a mechanism (e.g. a rules 
engine, decision tree, or dedicated queries to databases) by which output can be 
generated, based upon user input via questionnaires. Within this context, we will 
discuss brie fl y two DSSs that are at the cutting edge of research. 

 PRAIS  [  49  ]  is a research project that has developed a prototype DSS tool for 
context-sensitive privacy-aware information sharing in children’s social care. The 
DSS is based on the architecture developed for the Identity Governance Framework 
(IGF)  [  50  ] , where information sharing is based on a pull model. This means that the 
recipients are alerted that information is being made available to them, after which 
it is retrieved from the source. PRAIS uses the IGF architecture as its design choice 
because it allows the owner of the information to retain liability for the data and to 
audit each use by using the pull model. Therefore, PRAIS is a DSS tool that enables 
personnel working with personal information to assess the privacy implications of 
information sharing actions dynamically and to share information with con fi dence, 
whether verbally or electronically. This has been achieved by accommodating the 
daily routines of social care staff from the outset, whereby it manages users consent 
and the needs and requests of information from the participants. 

 However, analysis suggests that the scope of PRAIS is very narrow as it is 
not intended that the DSS will ever make decisions on behalf of properly trained 
personnel but instead will assist social care practitioners in making privacy-aware 
decisions where required. Therefore, it appears that the DSS is designed to assist 
in the professional’s decision-making process and not to replace it. Moreover, one 
of the main  fi ndings is that although PRAIS can be used for sharing information 
electronically, this may not necessarily be its primary purpose. This is because in 
social care, information is often shared in multi-agency meetings or over the tele-
phone. Thus, the system can be used by practitioners on an ad hoc basis to explore 
privacy implications where information may be shared verbally. In summary, PRAIS 
in its current format is not applicable for the UK PIA tool although some approaches 
such as the use of an expert system may be considered. 

 Hewlett Packard’s Privacy Advisor (HPPA) is an expert system that captures data 
about business processes to determine their privacy compliance  [  51,   52  ] . The tool 
helps organisations to ensure privacy concerns are met and supports enterprise 
accountability, supplying employees with suf fi cient information and guidance to 
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ensure that they design and conduct their projects in compliance with organisational 
privacy policies. HPPA uses a rules engine for which rules are de fi ned that are used 
both to generate questions that are customised to the employee’s speci fi c situation 
and to codify HP’s privacy rulebook and other information sources. Based on the 
employee’s response to these questions, it automatically generates an output report 
that includes analysis of possible privacy risks and a checklist of actions that the 
employee should take in order to mitigate these risks. This tool has been rolled out 
to employees within HP. 

 Analysis of this tool indicates that the methods and techniques used in HPPA are 
well suited for the UK PIA tool, such as the use of its knowledge representation and 
inference methods (i.e. rules, dynamic questionnaires, and report generation), and 
knowledge management (i.e. user modes, interfaces, and its reasoning about global 
requirements and regulations). However, it will be necessary to modify HPPAs 
methods and techniques to  fi t the UK PIA tool because HPPA is based on a cust-
omised set of organisational policies, which would need to be different for other 
organisations; therefore, it is not generic. 

 A new self-assessment tool, aimed at private sector organisations, particularly 
small- and medium-sized businesses, was recently launched in Canada (e.g. May 
2011). The tool developed jointly by the federal, Alberta and British Columbia 
privacy commissioners’ of fi ces is called “Securing Personal Information: A Self-
Assessment Tool for Organizations”, where it is hoped that the tool may help 
businesses better safeguard the personal information of customers and employees 
and may help prevent breaches of PII  [  53  ] . 

 The tool is a detailed online questionnaire that helps organisations gauge how 
well they are protecting personal information and meeting compliance standards 
under Canada’s private sector privacy law on both federal and provincial levels. 
The questionnaire is complex and not easy to navigate, as it involves dozens of 
“yes” or “no” questions divided up into 17 different categories including network 
security, access control, incident management, and database security. However, it 
offers some  fl exibility by allowing users to focus on areas most relevant to their own 
enterprise. The goal of the tool is for organisations to be able to answer “yes” to 
each question, and at the end of the process, results for the minimum and higher 
levels of security are tabulated separately. 

 The main disadvantage of the tool is that its usage is voluntary, and hence, a 
comprehensive evaluation of an organisation’s internal policies may not be easy to 
complete. This can also be the case because users who are not experts may have 
dif fi culty in understanding the questions. For example, the questions under the 
assessment “risk management” section indicate that an IT expert is required to 
provide answers. 

 Similar tools exist and are freely available from vendors such as Microsoft  [  54  ] . 
For example, the Microsoft “Security Assessment Tool” is also designed to help  fi nd 
weaknesses in an IT security environment and offers a download that takes a snap 
shot of an organisations current security state. However, the new tool from Canada’s 
privacy commissioners focuses on privacy and protecting personal information rather 
than the more common security paradigm of protecting intellectual property. 



120 D. Tancock et al.

 Analysis of these tools indicates that they are composed of simple decision trees 
that follow a straightforward approach that provides advice based on users answers. 
For example, the user starts at the  fi rst question, and whether they answer “yes” or 
“no”, they are forwarded to the next question, until they reach the end of the ques-
tionnaire when a report is produced based upon their answers. As discussed in 
Sect.  3.4.3.6 , these simple decision trees do not allow for complex reasoning as the 
rules are typically black and white with no leeway for special cases such as global 
regulations and transborder data  fl ows, and the complexity of logic that can be rep-
resented is quite limited such as “yes/no” answers that is based upon simple logic. 

 Sander and Pearson  [  55  ]  outline a DSS for cloud computing that aids selection 
of appropriate cloud service providers (CSPs). Their approach is a semi-automated 
DSS tool that gathers context relating to CSPs and inputs to a rule-based system to 
trigger decisions about whether or not to use that CSP and/or to determine additional 
stipulations that would need to be made. The tool helps to determine appropriate 
actions that should be allowed and assesses risk before personal information is passed 
on through the cloud. For each customer enterprise, an administrator will set up the 
original questionnaire according to the policies that the customer (i.e. the enterprise) 
wishes to check or use the default setting offered by the assessment service. When a 
customer wishes to assess different CSPs offering a service, providers will use the tool 
via a Web interface in order to provide answers to the questionnaire, and the results 
will be sent back to the enterprise that wishes to choose between the service providers. 
These results include reports and automatically generated ratings, which will allow 
the administrator to distinguish between them. This tool is similar to the HPPA tool, 
in that it is a form of expert system using a set of intermediate variables (IMs) to 
encode meaningful information and to drive the questionnaire generation. 

 Although there are some similarities between this tool, HPPA and our PIA 
tool, there are signi fi cant differences in architecture and deployment, the underly-
ing mechanism for the knowledge representation and for generating question-
naires, and the rules, report structure, and output. 

 The next section will discuss next steps associated with the development of our 
PIA tool.  

    3.7   Next Steps 

 As the prototype for the tool is only at the  fi rst iterative stage, our next planned steps 
include the following:

    1.    Conducting another round of stakeholder meetings that includes a presentation 
of the working tool. This is for validation purposes and to elicit further user 
requirements.  

    2.    Developing the tool further to include all necessary, and some preferable, 
requirements.  

    3.    Considering a cloud storage gateway provider for provision of infrastructure that 
protects the PIA tool’s customer data in the cloud.      
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    3.8   Conclusions 

 We are currently developing a PIA tool that can be used in a cloud environment to 
identify potential privacy risks and compliance issues. The tool addresses the inherent 
complexity and helps both expert and non-expert end users with identifying and 
addressing privacy requirements for a given context. As part of this approach, we 
provide mechanisms for privacy experts and other authorised non-technical personnel 
to modify the KB in our tool in an intuitive way. 

 If our PIA tool is used as a SaaS application itself, regulatory issues such as 
transborder data  fl ow can be involved because personal information may need to be 
accessed from and transferred to different jurisdictions.      
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  Abstract   Audits of IT infrastructures can mitigate security problems and establish 
trust in a provider’s infrastructure and processes. Cloud environments especially lack 
trust due to non-transparent architectures and missing security and privacy measures 
taken by a provider. But traditional audits do not cover cloud computing-speci fi c 
security. To provide a secure and trustable cloud environment, audit tasks need to 
have knowledge about their environment and cloud-speci fi c characteristics. 
Furthermore, they need to be automated whenever possible to be able to run on 
a regular basis and immediately if a certain infrastructure event takes place, like 
deployment of a new cloud instance. In this chapter, research about cloud-speci fi c 
security problems and cloud audits gets presented. An analysis about how traditional 
audits need to change to address cloud-speci fi c attributes is given. Additionally, the 
agent-based “Security Audit as a Service” architecture gets presented as a solution 
to the identi fi ed problems.  

  Keywords   Audit  •  Cloud  •  Security  •  Security Audit as a Service  •  Trust      

    4.1   Introduction 

 This section introduces the topic of cloud computing and audits and covers differ-
ent cloud environment types. It also discusses why security audits of clouds are 
necessary. 
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 Cloud computing is not a new technology; in fact, it combines known and established 
technologies, such as virtualization and infrastructure management to provide IT 
services as an on-demand model. It mainly provides three service delivery models: 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS) and Software as a 
Service (SaaS). The US National Institute of Standards and Technology identi fi es in 
its de fi nition  [  1  ]  on cloud computing the following main cloud characteristics:

    • On-demand self-service : Cloud customer can provision and manage computing 
power and network storage without any human interaction with a service 
provider.  
   • Broad network access : Cloud resources are accessed via the network (mostly the 
Internet) using standardized Internet protocols.  
   • Resource pooling : A provider’s computing and storage resources are shared 
between multiple customers as a multi-tenant model. A customer has no control 
or knowledge over the exact physical location where their data is stored or where 
their rented resources are executed.  
   • Rapid elasticity : Resources can be deployed elastically and scaled rapidly to 
ful fi l the current demand by scaling up and down automatically. Cloud custom-
ers pay only for actually used resources and services.    

 NIST’s de fi nition has evolved into a  de facto  standard for cloud computing. But 
one major characteristic that comes with cloud computing is that parts of an IT 
infrastructure’s trust boundary are moving to a third-party provider. An implication 
is a certain loss of hardware governance for the cloud user. Table  4.1  shows which 
cloud service model, either the cloud provider or the cloud customer, is in control of 
a certain layer  [  2  ] . Maintaining consistent security across boundaries is complex 
and challenging for information security professionals  [  3  ] . The Cloud Security 
Alliance de fi ned a cloud model consisting of seven layers: facility, network, hard-
ware, operating system, middleware technology, application and user.  

 Since security is still a considerable challenge for classic IT environments, it 
is even more for cloud environments due to its characteristics, such as seamless 
scalability, shared resources, multi-tenancy, access from everywhere, on-demand 

   Table 4.1    What the cloud provider controls  [  2  ]    

 Service model 

 Layer 
 Software 
as a Service 

 Platform 
as a Service 

 Infrastructure 
as a Service 

 Facility  √  √  √ 
 Network  √  √  √ 
 Hardware  √  √  √ 
 Operating system  √  √  ? 
 Middleware  √  ?  – 
 Application  √  –  – 
 User  –  –  – 
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availability and third-party hosting. Although existing recommendations (ITIL), 
standards (ISO 27001:2005) and laws (e.g. Germany’s Federal Data Protection Act) 
provide well-established security and privacy rule sets for data centre providers, 
research has shown that additional regulations have to be de fi ned for cloud environ-
ments  [  4,   5  ] . In classic IT infrastructures, security audits and penetration tests 
are used to document a data centre’s compliance to security best practices or laws. 
The major shortcoming of a traditional security audit is that it only provides a 
snapshot of an environment’s security state at the time of the audit. This is adequate 
since classic IT infrastructures do not change that frequently. However, because of 
the mentioned cloud characteristics above, it is not suf fi cient for auditing a cloud 
environment. A cloud audit needs to consider the point of time when the infrastruc-
ture changes and the ability to decide if this change gives rise to a security gap or an 
infrastructure misuse. Knowledge of the underlying business processes is needed, 
for example, to decide if an up-scaled cloud service is caused by a higher demand 
of business requests or by hacker misuse. 

 The following examples assist in illustrating the need for cloud audits  [  6  ] :

   Hackers stole credentials of Salesforce.com’s customers via phishing attacks • 
(2007).  
  T-Mobile customers lost data due to the “Sidekick disaster” of Microsoft cloud • 
(2009).  
  Botnet incident at Amazon EC2 infected customer’s computers and compromised • 
their privacy (2009).  
  Hotmail accounts were hacked due to technical  fl aws in Microsoft software • 
(2010).  
  Amazon customer services were unavailable for multiple days, and data was lost • 
due to a logical  fl aw in the cloud storage design (2011).    

 This book chapter is structured as follows: Sect.  4.2 , “The role of auditing in 
addressing cloud speci fi c security issues”,  fi rst identi fi es the most important security 
issues to be considered when moving a service to a cloud. A comparison between 
traditional IT outsourcing and cloud computing is provided. For each identi fi ed 
security issue, a classi fi cation of the affected core principles of information security 
is given. Then the question of how audit approaches can mitigate the identi fi ed 
security issues gets discussed. Other related research work in corresponding areas 
is introduced. 

 Section  4.3 , “Cloud audits”, de fi nes different IT security audit types and dis-
cusses how classic audits need to change to consider the special characteristics of 
cloud computing environments and their security. Important challenges for cloud 
audits are discussed, and the main questions are presented which a cloud audit 
needs to answer. Existing IT security audit industry standards for traditional data 
centres are analysed and supplemented by the new emerging standards for cloud 
environments. 

 Section  4.4 , “Use cases for cloud audits”, introduces possible use cases for cloud 
audits as (a) audit of a non-Cloud IT, (b) audit of Cloud IT from the cloud customer 
point of view and (c) audit of Cloud IT from the cloud provider point of view. 
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 Section  4.5 , “Security audit as a service,” then presents a cloud incident detection 
architecture as a possible enabler to perform cloud audits while respecting cloud-speci fi c 
characteristics and challenges. The Security Audit as a Service (SAaaS) architecture 
uses the concept of utilizing autonomous agents for monitoring a cloud infrastructure. 
The advantage of using audits gets discussed, followed by the introduction of the 
concept of security service-level agreements (SSLA). The SAaaS architecture is 
presented, and an early SAaaS agent prototype is shown. 

 Section  4.6 , “Evaluation”, discusses how the presented SAaaS architecture helps 
to mitigate challenges for auditing cloud infrastructures. It provides early experiences 
in building audit agents for a private cloud environment. 

 Finally, Sect.  4.7 , “Conclusions and future work”, concludes this chapter and 
shows future work. 

 Suggestions for further reading are given in “Recommended reading”.  

    4.2   The Role of Auditing in Addressing Cloud-Speci fi c 
Security Issues 

 This section will identify the most important security issues that should be consid-
ered when moving a service to a cloud. First, a comparison between traditional IT 
housing, IT outsourcing and cloud computing is given. Afterwards, two types of 
cloud security issues get identi fi ed, and the most critical security issues of each type 
are presented. For each security issue, a classi fi cation of affected core principles of 
information security is done. Then a discussion follows how an audit approach can 
mitigate the identi fi ed cloud-speci fi c security problems. 

    4.2.1   Cloud Security Issues 

 Security issues are the most cited reason in current literature, economic studies and 
the press that hinder enterprises to adopt cloud computing intensively. A detailed 
analysis of the actual security impact is not easy to  fi nd because very often security 
problems are declared as cloud security problems, although they already exist in 
traditional IT-outsourcing scenarios and are merely exacerbated in cloud environ-
ments. This section will list cloud security problems and compare them to similar 
problems already known from traditional IT outsourcing. In addition, often basic, 
well-established security terms, as  risk ,  threat  or  vulnerability , get mixed without 
regard to their respective de fi nitions. However, for a well-de fi ned risk analysis of 
building or moving a service to a cloud computing environment, this is important. 
Therefore, all cloud security issues presented in this section will be classi fi ed 
into its respective nature. Furthermore, affected core principles of information 
security, such as availability, con fi dentiality, integrity, etc., are listed for each 
security problem.  
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    4.2.2   Cloud Computing vs. Classic IT Outsourcing 

 In our de fi nition of traditional “IT outsourcing”, we combine the two most common  
models existing on the market: “IT housing” and “outsourcing”. In IT housing, a 
customer provides its own hardware, for example, server, and just runs them in a data 
centre of a service provider. He is only providing the necessary infrastructure 
components, like network components, cooling or power. Administration of the 
hardware stays with the customer. In outsourcing, a customer rents the complete 
infrastructure from a service provider, including any hardware and software. 
Administration is done by the service provider. 

 In traditional IT outsourcing, working or business processes get partly or fully 
externalized to a third-party service provider. A customer is renting a certain infra-
structure and using it exclusively, which is called “single-tenant model”. An exten-
sion of infrastructure or service requires a prior communication with the service 
provider. Long contract durations are characteristic for traditional IT outsourcing. 
In cloud computing, a customer is also renting a certain infrastructure but shares 
them most of the time with other customers. This is identi fi ed as the “multi-tenant 
model”. Scalability of the rented service is simple, automatable and adaptable 
without prior interaction of the cloud provider. Cloud computing contracts are 
 fl exible in duration and can vary from just a couple of minutes to years. A number 
of research papers (e.g.  [  7–  9  ] ) have identifi ed cloud security and privacy problems. 
They all have in common the following differentiation of identi fi ed cloud-speci fi c 
security problems:

   Ampli fi ed cloud security problems (ampli fi ed CSP): problems already known from • 
traditional, distributed IT environments but ampli fi ed through cloud computing 
attributes  
  Speci fi c cloud security problems (speci fi c CSP): security problems which arise • 
due to cloud computing’s special characteristics    

 Sometimes, security issues which are frequently found in state-of-the-art cloud 
offerings are also de fi ned as a separate class  [  10  ] , but in our opinion, they also 
correlate to either one of the aforementioned de fi ned classes.  

    4.2.3   Ampli fi ed Cloud Security Problems 

 Ampli fi ed cloud security problems (ampli fi ed CSP) mainly originated from under-
lying technologies upon which cloud computing is substantially built, such as virtu-
alization technology, Web applications and multi-tenant software architectures. 
Furthermore, we include to ampli fi ed CSP problems originating in well-known and 
commonly established security best practices which are dif fi cult or impossible to 
implement in a cloud computing environment. The following ampli fi ed CSP have 
been identi fi ed: 
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  A1. Misuse of Administrator Rights/Malicious Insiders 

 Misuse of administrator rights is a severe problem already known in traditional IT. 
In a recent survey  [  11  ] , among 300 IT professionals, 26% admitted that at least one 
staff member has abused a privileged login to access information. In cloud comput-
ing, this threat is ampli fi ed. Virtual machines (VMs) are mostly provided as man-
aged root servers. The cloud provider is responsible for the underlying host system 
and has always access to the VMs running on the host through the hypervisor. 
A misuse through malicious insiders is possible and hard to detect due to a general 
lack of transparency into provider process and procedure. This affects the following 
core principles of information security: con fi dentiality, authenticity, authorization, 
integrity, data protection, accountability and non-repudiation.  

  A2. Missing Transparency of Applied Security Measures 

 In traditional IT outsourcing, this risk is mitigated by a well-de fi ned regulation: The 
customer (IT housing) or the provider (IT outsourcing) is responsible for the appli-
cation of security measures. They must be communicated to the customer. Providers 
can prove their compliance to baseline security measures with ISO 27001 or PCI 
DSS certi fi cates. In cloud computing, there is a lack in transparency regarding 
applied provider security measures and processes. The underlying hardware infra-
structure gets masqueraded to protect it from attacks. Cloud customers currently 
need to trust the provider that they are compliant to current security standards. 
Amazon Web Services announced in December 2010 that the AWS data centre, 
infrastructure and services are compliant to ISO 27001 and PCI DSS Level 1  [  12  ] . 
However, to date, no agreed standard criteria for running a secure cloud infrastructure 
exist. This affects the following core principles of information security: integrity, 
availability and data protection.  

  A3. Missing Transparency with Security Incidents 

 Since computing systems are completely owned by the customer in IT housing, they 
are responsible for securing all evidence in case of a security incident. In IT out-
sourcing, this responsibility is transferred to the service provider which employs 
skilled personnel, for example, an own Computer Emergency Response Team 
(CERT). In cloud computing, customer and provider need to work together to collect 
all information of a security incident. Problems with hardware must be mapped to the 
different customer cloud resources to react to incidents and initiate correct problem 
management. But a standardized procedure is currently missing. Current cloud offers 
available in the market do not offer a transparent process for its customers on how 
security incidences are detected, which efforts are taken by the provider to mitigate 
it and how the provider supports its customer during the investigation phase. This is 
an increased risk in cloud computing. This affects the following core principles of 
information security: data protection, integrity, availability and non-repudiation.  
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  A4. Shared Technology Issues 

 This threat includes the problem of sharing physical resources with multiple 
customers as well as the problem of miscon fi gured VMs that endangers other 
resources. In IT housing, this threat only applies for miscon fi guration of security 
parameters and is limited to one corresponding customer. In IT outsourcing, the 
provider is fully responsible to con fi gure running services securely. In cloud com-
puting, this is caused by the use of virtualization and their lack of isolation. It can 
be categorized into:

   VM isolation: If one customer runs an improperly con fi gured VM in the cloud, • 
this also endangers other VMs running on this speci fi c host. An attacker could 
use a VM as an entry point to get access to the host machine through a hyper-
visor  fl aw to gain inappropriate levels of control or in fl uence on the underlying 
platform. Exploits seem rare but have already been demonstrated by 
Kortchorski  [  13  ]  and Rutkowska  [  14  ] . Although few successful attacks are 
published so far, increasing code complexity in hypervisor software ampli fi es 
this threat.  
  Memory/cache isolation: Often, the underlying components that make up this • 
infrastructure, for example, GPUs or CPU caches, were not designed to offer 
strong isolation properties for a multi-tenant architecture  [  15  ] . These resources 
need to be quickly allocated and deallocated to ful fi l a current demand. 
Well-established measures for secure data wiping might not be applicable. So 
far, no cloud provider discloses information on how shared resources get 
securely wiped before being reassigned to a different customer. Furthermore, 
by getting a default root access to a VM in current IaaS offering enlarges the 
attack vector of breaking through the isolation of shared resources. Certi fi ed 
Common Criteria compliant hypervisor software (minimum EAL 4) could 
mitigate this threat  [  16  ] .  
  I/O isolation: If there are problems with the virtual network (bridge software), • 
traf fi c snif fi ng can be undertaken by an attacker.    

 This affects the following core principles of information security: integrity, 
availability, data protection, con fi dentiality, authentication and non-repudiation.  

  A5. Data Life Cycle in Case of Provider Switch or Termination 

 This threat does not exist in IT housing since data and computing resources remain 
the property of the customer if he changes the housing provider. In IT outsourcing, 
service-level agreements control how data is transferred to a customer or how storage 
devices need to be securely wiped or disposed of. In cloud computing, this threat is 
increased due to shared usage of resources. Customers need to de fi ne special rules 
for end of contract scenarios regulating how data gets exported from the cloud and 
how a provider has to securely erase customer’s data  [  15  ] . This affects the following 
core principles of information security: data protection and con fi dentiality.  
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  A6. Monitoring of Service-level agreements 

 IT housing and IT outsourcing can easily log events per user. In a cloud, several 
multi-tenant applications running in a virtualized environment need special tools to 
monitor service-level agreements. New tools for hypervisor, virtualized network-
ing, monitoring, etc., must be available. This affects the following core principles of 
information security: availability and integrity.   

    4.2.4   Speci fi c Cloud Security Problems 

 Due to our prior de fi nition, we are speaking of speci fi c cloud security problems 
(speci fi c CSP) when they originate or affect at least one of NIST’s cloud 
characteristics. 

  B1. Unclear Data Location 

 In traditional IT outsourcing, a customer always knows where and from whom its 
data gets stored and processed. Mostly, customers can physically visit a data centre 
to inform themselves personally about the security measurements a provider has 
taken for data protection. Germany’s Data Protection Act §11 (1) states that where 
other bodies are commissioned to collect, process or use personal data, the respon-
sibility for compliance within the provisions of this Act and with other data protec-
tion provisions shall rest with the principal  [  17  ] . From the interpretation of this Act, 
users must know the exact location of their data and their cloud providers’ court of 
jurisdiction. An export or movement of data is not possible without prior noti fi cation 
of the customer. In current cloud computing offerings, customers do not have the 
possibility of knowing where the data gets stored or processed. Only a very rough 
decision about a cloud data centre’s continental location can be made, for example, 
AWS data centre in Northern Ireland. Nevertheless, currently, there is no way to 
prove if data is not outsourced by a cloud provider. A current court decision about 
legitimate access of US governmental agencies to data of US-originated  fi rms even of 
data centres located outside of US area of jurisdiction  [  18  ]  strongly ampli fi es this risk. 
This affects the following core principles of information security: data protection, 
con fi dentiality and availability.  

  B2. Abuse and Nefarious Use of Cloud Resources 

 Characteristic for cloud computing is fast access to numerous virtual machines 
within a very short time frame. This attracts not only legally acting enterprises or 
organizations but also individuals and organizations with more malicious intent. It has 
never been easier for an attacker to get legal access to a high-performance computing 
environment. Amazon’s cloud was already used to host malware (e.g. Trojans). 
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Also, the Zeus botnet (a phishing Trojan that steals banking information) was known 
to be hosted on virtual machines within the Amazon cloud. Another possibility would be 
to aggregate many VMs and use them to DDoS a single target and thereby prevent 
others to use its services. While this threat mainly addresses the cloud provider, the 
cloud customer can also be affected. As a result of the Zeus botnet, big parts of 
Amazon’s IP address range was blacklisted on spam lists causing e-mails from 
“good” customers, running their mail server on Amazon, being rejected as well. 
This issue affects the following core principles of information security: availability.  

  B3. Missing Monitoring 

 A security incident within a cloud environment should get detected and eliminated 
by the cloud provider. If customer data is in danger, this should be communicated. 
To our best knowledge, no cloud provider so far runs an information policy system 
that will inform the customer automatically. But especially in cases of personal data 
processing, for example, credit card information, it could be important for a cloud 
customer to know if a security problem exists so he can stop the service to guarantee 
data protection and integrity and minimize risk for its own systems. For a sustainable 
risk analysis of running a service in a cloud, it is important to know:

   Which data protection measures exist to secure the cloud environment (antivirus • 
protection, intrusion detection systems (IDS), measures for denial of service 
(DoS) detection and prevention, patch and change management)  
  History of service breakdowns  • 
  Measurements taken for availability, backup, reliability and data recovery  • 
  Installed software versions at cloud host systems  • 
  Tracking of administrative access of cloud provider service personnel  • 
  What information and support are available during a service breakdown or a • 
security incident    

 For monitoring security of large IT infrastructures, a best practice approach is to 
run intrusion detection systems (IDS) with distributed sensors as input feeds. But 
this approach breaks down for cloud infrastructures, mainly because of the com-
plexity and frequently changing environment driven by the users. Traditional IDS 
setups are built around a single monolithic entity, which is not adaptive enough to 
do data collection and processing in an ef fi cient and meaningful way  [  19  ] . This affects 
the following core principles of information security: non-repudiation, availability, 
data protection and con fi dentiality.  

  B4. Insecure APIs 

 Cloud resources are mostly deployed, controlled, orchestrated and managed 
through speci fi c cloud application programming interfaces (APIs) offered by the 
provider. The security and availability of general cloud services are dependent 
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upon the security of these basic APIs. From authentication and access control to 
encryption and activity monitoring, these interfaces must be designed to protect 
against both accidental and malicious attempts to circumvent policy  [  15  ] . Since 
third-party providers essentially build their services upon these APIs, for example, 
a load balancer service, a complex architectural layer gets inserted which needs to 
be subject to careful investigation. Standardized protocols and measurements for 
secure software development (Microsoft Secure Development Lifecycle (SDL) or 
Software Assurance Maturity Model (SAMM) of the Open Web Application 
Security Projects (OWASP)) address this threat. This affects the following core 
principles of information security: con fi dentiality, integrity, availability, non-repu-
diation, data protection and accountability.  

  B5. Missing Monitoring of Cloud Scalability 

 One reason of using a cloud infrastructure is to bene fi t from its scalability attributes. 
In this context, it is most often used to deal with usage peeks, for example, if a new 
version of software gets released and huge download requests are expected. 
Characteristic to peeks is that they are mostly foreseeable and limited to a certain 
time frame. Therefore, cloud users design their cloud application to start new 
instances if a certain threshold is reached to provide service availability. This intro-
duces two new challenges for cloud security: 

  B5.1 IaaS upscaling – business driven : Since a user’s infrastructure can change 
rapidly (grow, shrink) in case of a peek scenario, a monitoring system needs to be 
aware of the peek situation and the de fi ned scalability thresholds. 

  B5.2 IaaS upscaling – attack driven : Most of the time, scalability thresholds, like 
“maximum number of new VMs to be created”, get de fi ned once, mostly during the 
design phase for the  fi rst peek event. If the peek was managed well by the thresh-
olds, they stay, de fi ned, although they might be not needed anymore (e.g. until the 
next major version release). This enables a new cloud-speci fi c attack:  fi nancial dam-
age due to nefarious abuse of cloud resources. An attacker can cause the creation of 
new cloud instances up to the scalability threshold by creating a huge number of 
allowed requests, which do not result in any successful business case but could be 
caused by, for example, distribution of malicious software. This affects the follow-
ing core principles of information security: availability and accountability.  

  B6. Missing Interoperability of Cloud Provider 

 To minimize the potential damage of a provider downtime or in case of a provider 
change, interoperability between different cloud providers is very important. Current 
cloud offerings are not compatible with each other due to the usage of customized 
VM formats or proprietary APIs. A migration of cloud resources from one provider 
to another is not possible. This increases the risk of vendor and data lock-in. 



1354 Understanding Cloud Audits

For example, a customer of a Microsoft Azure database service cannot use it with a 
service developed and running on the Cloud App Engine  [  16  ] . Standards are necessary 
to mitigate this risk. First developments are started with the following projects:

   Open Cloud Computing Interface  • 
  Open Virtualization Format (OVF)  • 
  OpenStack Cloud Software – Rackspace Hosting, NASA    • 

 Furthermore, a detailed strategy needs to be de fi ned between provider and cus-
tomer, which regulates data formats, perpetuation of logic relations and total costs 
in case of a provider change  [  16  ] . This affects the following core principles of infor-
mation security: availability.   

    4.2.5   How Audit Approaches Can Help 

 After outlining the cloud-speci fi c security issues, we now want to discuss how cloud 
audit approaches can address them. To support the argument, we present other 
related research work taking place in the area. 

 Due to the loss of hardware governance in cloud computing, customers need to 
trust the provider that data does only get stored on the providers’ storage compliant 
to applying data protection laws. This can result in  unclear data location . Ries et al. 
present in  [  20  ]  a geolocation approach based on network coordinate systems and 
evaluate the accuracy of three prevalent systems. Furthermore, Massonet et al. discuss 
in  [  21  ]  the problem for IT security audits if federated cloud infrastructures are 
spanned across different countries. They introduce an existing federated cloud 
monitoring infrastructure to monitor in which country data is actually saved without 
compromising cloud isolation. In the presented approach, collaboration is required 
between the cloud infrastructure provider, the user of the cloud and the service 
provider. The proposed architecture is validated by an e-Government case study 
with legal data location constraints. A cloud audit system needs to prove that data is 
only stored at the agreed storage location (e.g. cloud provider’s data is stored in 
Germany) and not transferred to other locations. This could be achieved by analysing 
data access operations to show when and by which subject (process or person) data 
was accessed and may be transferred. 

 Detecting an  abuse and nefarious use of cloud resources  can be a challenging 
task. Just evaluating VM usage data, like CPU and memory usage, or the number of 
open network connections can result in a false-positive decision, especially since 
enterprises use cloud computing to satisfy demand peeks or use cloud for calculation 
of intense operations, for example, high-performance computing (HPC). To  fi lter out 
nefarious use of a cloud infrastructure, an audit system has to combine usage and 
network data of the cloud-wide network. Due to the distributed nature of cloud 
computing, information about network  fl ow has to be collected at many different 
physical locations. To get the whole picture, however, this data has to be analysed in 
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the overall context. Therefore, this information then needs to be correlated with the time 
of occurrence and a snapshot of the current infrastructure status (e.g. running VMs, 
demand) to that speci fi c time. In Sect.  4.5 , a  fi rst draft of such an audit architecture 
gets presented where techniques of behaviour analysis and anomaly detection are 
used to distinguish between “normal” and nefarious use of cloud resources. 

    4.2.5.1   Missing Monitoring and Cloud Scalability 

 Jonathan Spring describes in  [  2  ]  and  [  22  ]  how monitoring of cloud infrastructures 
can be done. He utilized a seven-layered model of cloud infrastructures established 
by the Cloud Security Alliance and gives ideas about what can be monitored at each 
layer. Tancock introduces in  [  23  ]  a privacy impact assessment decision support tool 
that can be integrated within a cloud computing environment. The authors show that 
privacy weaknesses impact legal compliance, data security and user trust in cloud 
environments. The presented system is a systematic process for evaluating the pos-
sible future effects that a particular activity or proposal may have on an individual’s 
privacy. With the system, presented risk analysis of moving a service to a cloud 
environment can be enhanced. A distributed monitoring facility can deliver the 
input to detect multiple cloud-speci fi c security issues. The proposed audit architec-
ture in Sect.  4.5  especially is designed to detect attacks on the scalability features in 
a cloud infrastructure. Audit systems which can evaluate if an infrastructure change 
is caused by an attack or due to real demand can help reduce false positives. Cloud 
audits can be used to prove the compliance to data protection laws and contractual 
service-level agreements of the provider if monitoring information cannot be dis-
closed due to customer data protection regulations. 

 To address the problem of  insecure APIs , a cloud audit system can be used to 
verify that a cloud provider uses strong authentication and access controls for 
accessing the cloud services through the provided APIs. Furthermore, an audit can 
evaluate if API calls are only accepted and processed over encrypted communica-
tion paths to provide connection security. Also, the  missing interoperability of cloud 
providers  can be mitigated by cloud-speci fi c audit checks. A cloud audit system 
needs to prove that standardized formats, protocols and interfaces are used to transfer 
and process data in the cloud. Furthermore, the usage of standardized formats also 
provides cloud users with a clear exit strategy to prevent provider lock-in situations. 
Section  4.3.3  presents current standardization activities regarding cloud protocols 
and cloud audits.  

    4.2.5.2   Audit of Cloud Computing Infrastructures 

 Wang et al. present in  [  24  ]  a system to audit the integrity and security of public data 
cloud storage. Their solution allows a third-party auditor (TPA) to be able to 
ef fi ciently audit the cloud data storage without demanding a local copy of data and 
it introduces no additional on-line burden to the cloud user. Therefore, they combine 
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a public key-based homomorphic authenticator with random masking to achieve a 
privacy-preserving public cloud data auditing system. 

 Zhu et al. also present in  [  25  ]  a system for “dynamic audit services for out-
sourced storages in clouds”. The system uses fragment structures, random sampling 
and index hash tables, supporting provable updates to outsourced data and timely 
anomaly detection. 

 Table     4.2  summarizes the presented cloud security problems (ampli fi ed CSP and 
speci fi c CSP) and classi fi es them according to their origin (IT outsourcing, virtual-
ization or cloud computing). If known, real-world examples of security incidents 
resulting from a discussed problem are listed, and a short overview of countermea-
sures is given.  

 This section introduced the main differences between traditional IT outsourcing 
and cloud computing. Ampli fi ed cloud security problems (ampli fi ed CSP) and speci fi c 
cloud security problems (speci fi c CSP) were presented, and a classi fi cation of affected 
core principles of information security was given for every identi fi ed problem. 
Further on, it was discussed how audit approaches can help mitigate the identi fi ed 
cloud-speci fi c security problems. Selected related work for certain problems was 
introduced. More work can be found in the “Recommended reading” section.    

    4.3   Cloud Audits 

 This section de fi nes different IT security audit types and discusses how classic 
audits need to change to consider the special characteristics of cloud computing 
environments and their security. Important challenges for cloud audits are presented, 
and the main questions are given which a cloud audit should answer. This section 
 fi nishes with a discussion of IT security audit industry standards for traditional data 
centres as well as new standards for cloud environments. 

    4.3.1   IT Security Audit Types 

 An audit can be de fi ned as:

  Formal inspection and veri fi cation to check whether a standard or set of guidelines is being 
followed, records are accurate, or ef fi ciency and effectiveness targets are being met.  [  26  ]    

 The audit of IT environments focuses upon a particular technology area, for 
example, network infrastructure. Generally, IT audits can be characterized into four 
areas: general controls audits, application control audits, network/infrastructure 
audits and system development audits. The IT security audit focuses upon security 
issues of the whole IT infrastructure and can be de fi ned as the process of IT risk 
analysis and vulnerability assessment. Typically, these audits are part of a quality 
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management process to reduce the number of security holes. IT security audits can 
be categorized into the following types:

    • Vulnerability assessment : Its task is to expose known security problems in all 
services of an IT infrastructure. Broad and automated vulnerability scans are used 
to assess the weaknesses of the IT. Experts manually verify detected vulnerabilities.  
   • Vulnerability audit : It is a risk-based approach where IT is seen from the perspective 
of an attacker. It simulates an attack from malicious outsiders (hackers) by 
performing a penetration test. It is an intensive technical security audit with a 
high percentage of manual testing and veri fi cation.  
   • Application security audit : It is an intensive security audit of an application and 
its associated components (e.g. Web application security scanner).  
   • Vulnerability management : It speci fi es an automated vulnerability audit, and 
characteristics include automated, regular vulnerability scans and documentation 
of detected vulnerabilities in chronological order over multiple scans.       

 Figure  4.1  shows the process of a security audit: typical phases are de fi nition, 
analysis, reporting, organization and validation. It is good practice to use the results 
of the validation phase as additional input for a future audit.   

    4.3.2   Classic IT Audits vs. Cloud Audits 

 For classical IT audits, today’s standard is the Statements on Standards for 
Attestation Engagements No. 16 (SSAE 16)  [  27  ]  report. SSAE 16 is an AICPA 
auditing standard for reporting on controls at service organizations (including data 
centres) in the United States. It requires that the auditor obtains a written assertion 
from management regarding the design and operating effectiveness of the controls 
being reviewed. This should minimize the IT risks, which is also applicable for 
cloud infrastructures, of:

   Loss of business focus of the service.  • 
  Solutions failing to meet business and/or user requirements. The service is not • 
performing as expected.  
  Contractual (stated in SLA) discrepancies between the service user and the • 
service provider.  

  Fig. 4.1    Steps of an IT audit       
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  Compromised security and con fi dentiality.  • 
  Invalid or incorrect processed transactions.  • 
  Pure software quality (high number of failures).    • 

 With the appearance of cloud infrastructures, cloud-speci fi c risks regarding 
IT security audits have been discussed and addressed by many researchers  [  8,   28  ] , 
companies  [  15  ]  and institutions  [  4,   9  ] . Broadly, it can be summarized as:

    • Greater dependency on the provider:  Access to data or the control of resources 
in the cloud is still very much provider dependent. The cloud resource access 
interfaces are complex, and the extra control interfaces increase the vulnerability 
of cloud infrastructures. The risk of data lock-in is high, and because of the 
appearance of many new cloud providers, the risk of bankruptcy should not be 
neglected. There is a lack of standardized access interfaces to the cloud.  
   • Increase complexity of compliance with laws and regulations:  Although a 
service is hosted at a cloud provider, the customer is still responsible for the 
data and service quality to the service users. Thus, the laws and regulations of a 
cloud provider country might be quite different than from the cloud customers’. 
The nature of cloud computing is to hide the location of the resources to the 
customer. The processing and data location can be anywhere, which might vio-
late laws (e.g. European law of privacy forces the location in Europe for personal 
private data).  
   • Reliance on the Internet:  The organization’s data stored in the cloud is only 
accessible through the Internet, which raises further security issues like data 
integrity, privacy and all kinds of attacks from this public environment.  
   • Dynamic nature of cloud computing:  Processing and data location can be changed 
at any time because of load-balancing reasons or infrastructure failure. This causes 
many monitoring and controlling problems, and therefore, arguably the level of 
security decreases. Since the provider can scale the customer’s infrastructure 
automatically, the user must have control of this to limit the number of instances 
and control of the costs. Otherwise, a denial of service eats up all the revenue of 
the business service.    

 For cloud computing, an audit needs to clarify the following questions:

    • Privileged user access:  Remember the provider has root access to the infrastruc-
ture and therefore can read unencrypted data on the cloud storage. So the number 
of administrators with root access should be minimized.  
   • Regulatory compliance:  Customers are responsible for the data, even if it is in an 
external data centre. It has to be ensured that the provider takes care of backup, 
has reasonable data recovery times and strong encryption algorithms are used, if 
data encryption is needed.  
   • Data con fi dentiality, integrity, privacy, availability and segregation:  In a cloud, the 
environment is typically shared among the customers. It is important to verify if 
that is secure. If the VM of another company is compromised, would my company 
VM be affected? Do you want to share a resource with your competitor? For many 
applications, resource sharing is acceptable, but for enterprise critical applications, 
you might want resources exclusively. Can a provider offer this? Special interest 
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should be taken in understanding how the data is segregated and secured at the 
cloud provider. Is the data replicated over multiple sites? Are backup strategies 
logically consistent? Is the data really encrypted? Is the data access limited to the 
customer’s application? Is it possible to limit the data location to prede fi ned areas? 
The cloud provider should transparently inform about the key management, access 
control, data segmentation, used encryption algorithms utilized, etc., of the cloud 
infrastructure. Additionally, business continuity plans and disaster recovery plans 
have to be de fi ned in cooperation with the provider.  
   • Investigative support:  Suppose the customer’s resources are compromised. The 
provider might have problems in undertaking forensic analysis, since the logging 
in cloud environments are not user partitioned.  
   • Monitor and control of cloud services:  Do customers get commercial service-
level agreements (SLAs), which can be adapted to the needs of the customers? 
Will the customers be able to monitor and manage them afterwards? Do the cloud 
interfaces offer suffi cient and reliable information for the integration,  control and 
monitoring tasks? How does data which is stored, transmitted and processed out-
side the company get audited? Is there access to accounting information?  
   • Data retention:  For data stored in a cloud, questions need to be answered: How 
long can data be stored? How are data archived? How much is budgeted to retain 
data?  [  29  ]  For retaining data from the cloud, it is important to clarify the following: 
How can data be retrieved? How is data integrity maintained during this process? 
How is data removed/securely wiped from the cloud storage systems?    

 Service-level agreements are most often used to clarify the majority of these 
questions. Nevertheless, SLAs are no support for a cloud customer without enforce-
ment or traceability. It is important to provide a customer with the ability to check 
log data (physical, virtual and logical), event transport and storage services as well 
as event processing rules derived from SLAs. From the technical point of view, the 
following challenges need to be covered  [  30  ] :

    • Loss of 1:1 mapping:  Due to the technology shifts towards VMs, virtual landscaped, 
location transparency is not clear for the customer.  
   • Static gets variable:  Dynamic changes of IPs, data centres and servers dependant 
on demand, time of day, etc.  
   • Audit analysis: data storm problem:  How can data be retrieved, correlated and 
extracted meaningfully in a permanently changing infrastructure (VM start and stop)?  
   • Audit as a service:  For    customers, it might be important to audit their business 
processes across multiple cloud providers.     

    4.3.3   Towards a Cloud Audit 

 Multiple industry standards exist regarding compliance, regulation and best practices. 
Compliance to these standards enables companies to perform IT security audits 
which  fi t to their infrastructure. Since cloud infrastructures are de fi nitely a special 
kind of IT infrastructure, cloud service providers (CSP) need to consider what IT 
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services customers are allowed to run on their infrastructure and which industry 
standards apply to that business model. Table  4.3  shows available industry standards 
and their special focus  [  31  ] .  

 Over the past 2 years, new IT security standards appeared which are specialized 
for cloud infrastructures:

   CloudAudit A6: Automated Audit, Assertion, Assessment and Assurance API  [  • 32  ]   
  EuroCloud Star Audit  [  • 33  ]   
  Cloud Controls Matrix by Cloud Security Alliance  [  • 34  ]     

  CloudAudit A6:  Its goal is to provide a common interface and namespace that 
allow cloud computing providers to automate the Audit, Assertion, Assessment and 
Assurance (A6) of their cloud environments. The interoperability between different 
clouds to avoid resource lock-in is important. It should be ensured that virtual 
machines can be controlled and hosted at different cloud sides. Therefore, the cloud 
provider should offer standardized interfaces to make the cloud more transparent in 
a secure and reliable way. One initiative is the DiffCloud interface, a language-
independent REST-API. 

  EuroCloud Star Audit:  Audit is a certi fi cate for a SaaS cloud provider. It is the  fi rst 
speci fi c certi fi cation for the Software as a Service model by the German EuroCloud 
Deutschland_eco e.V.  [  33  ] . The audit aims to establish a high level of security and 
transparency for users and providers alike. The audit starts with the provider’s general 
pro fi le; carries on with contract and compliance including data privacy protection, 
general security, operation and infrastructure and operation processes and goes as far 
as application and implementation. The audit consists mainly of six steps:

    1.     Questionnaire : The SaaS provider  fi lls out a questionnaire about company pro fi le, 
contract clauses, compliance, security and safety, infrastructure, business processes 
and implementation.  

    2.     Evaluation of questionnaire : Auditors evaluate the questionnaire.  
    3.     Auditor interview : Auditors interview the SaaS provider about questionnaire 

details, validity of certi fi cations and implementation of documentation processes.  
    4.     On-site veri fi cation : Auditors verify in an on-site visit questionnaire details, 

validity of certi fi cations and documentation processes. This includes a visit of 
the provider’s data centre if applicable.  

    5.     Evaluation and star ranking : Auditors evaluate results based on a point-based 
evaluation matrix to decide which SaaS stars can be assigned. Detailed information 
about the matrix can be found in EuroCloud quick reference  [  35  ] .  

    6.     Assignment of certi fi cate : The provider gets 1–5 SaaS EuroCloud stars assigned, 
dependent on the results of the evaluation. The certi fi cate is valid for 24 months.     

  Cloud Security Control Matrix : Published by the Cloud Security Alliance, the Cloud 
Security Control Matrix (CCM) is designed to provide fundamental security princi-
ples as guidance for cloud providers and to assist prospective cloud customers in 
assessing the overall security risk of a cloud provider. It provides an overview of audit 
attributes for a cloud infrastructure and classi fi es which cloud service models as 
well as cloud infrastructure components are affected by this attribute. It furthermore 
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 provides information about which speci fi c section of available audit industry 
standards (as listed in Table 4.2) is addressing the respective issue. 

 This section introduced different IT security audit types. It discussed the main 
challenges for traditional IT security audits and which questions need to be answered 
with respect to cloud-speci fi c attributes. An overview of applicable industry stan-
dards for IT security audits was given, and new emerging standards for cloud audits 
were discussed.   

    4.4   Use Cases for Cloud Audits – Use case (a) 

 While cloud environments cause new challenges to traditional IT security audits due 
to their characteristics, they also enable new business cases to perform security audits 
on a regular basis. This section discusses the following possible use cases for cloud 
audits: (a) audit of non-Cloud IT, (b) audit of Cloud IT from the cloud customer point 
of view and (c) audit of Cloud IT from the cloud provider point of view. 

    4.4.1   Audit of Non-Cloud IT 

 A typical enterprise is running at least the following basic IT infrastructure:

   File server to store documents  • 
  Web server to host company’s website  • 
  Mail server to provide e-mail services  • 
  ERP system for  fi nancial transaction and reporting  • 
  Internet connection and basic network services    • 

 Installation and maintenance are undertaken either by an external provider who 
charges per hour or an internal system administrator. Since some of these compo-
nents are exposed to the Internet due to their very nature, IT security audits should 
be performed to provide a descent level of protection of data and system avail-
ability. But especially small and medium enterprises (SMEs) face the following 
problems:

   Costs of an IT security audit performed by a third-party security provider are out • 
of proportion to the company’s revenue and available IT budget.  
  Security is also undertaken by the company’s administrator; however, frequently, • 
IT security-speci fi c knowledge is missing. Priority is more commonly attributed 
to system maintenance and security controls rather than training.    

 Due to the cloud computing’s pay on-demand model, “audit from the cloud” can 
be offered as depicted in Fig.  4.2 . A cloud customer can rent an “audit VM”, which 
was compiled by a security provider, including typical vulnerability assessment 
software like  fi ngerprinting tools, port scanner and vulnerability scanners, like 
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Nessus. 1  The tools are con fi gured to start automatically in a logical order after the 
VM was booted, working through a list of target IP addresses of systems to be 
scanned. These will be the Internet-exposed systems of the customer. The results are 
conditioned in a standardized form to an audit report, which is sent to the customer’s 
administrator. If security problems were identi fi ed (for example, an outdated 
version of Web server software), recommendations, (for instance, from the Common 
Vulnerability and Exposures (CVE)) database are given on how the problem can be 
 fi xed. A customer subscribed to this service schedules the scans to be performed 
either once or on a regular (for example, weekly) basis. Thus, common security 
problems like vulnerabilities due to outdated software, insecure con fi guration of 
services or compromised systems can be detected. So comprehensible documenta-
tion of a system’s state gets created. After the scan is completed, the report gets 
mailed to the customer and the audit VM gets shut down. Customer bene fi ts are: 

   Pay on-demand model: Audit VM only costs during runtime.  • 
  Security knowledge comes from an external provider who maintains the audit VM.  • 
  Regular vulnerability assessment of Internet-exposed systems.  • 
  Audit report in standardized format provided taking into account a system’s • 
security status over time.    

 It is imaginable that this service could be extended by scanning customer systems 
which are not directly exposed to the Internet. Therefore, an authorized SSH host 
key or VPN certi fi cate of the audit VM could be imported to an internal customer 
gateway, allowing the audit VM to  fi rst establish a connection to a customer’s data 
centre. Then internal systems can be included in the scan as well, as depicted in 
Fig.  4.2 . There are already some companies on the market that offer a similar service 
to the described use case:

   Retina Cloud by eEye Digital Security  [  • 36  ]   
  The Cloud Penetrator by SecPoint  [  • 37  ]   
  Website security and antivirus scanner by Kyplex  [  • 38  ]      

  Fig. 4.2    Audit from the cloud       

   1   Nessus: vulnerability scanner,   http://www.tenable.com/products/nessus      

 

http://www.tenable.com/products/nessus
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    4.4.2   Audit of Cloud IT from the Cloud Customer 
Point of View – Use case (b) 

 In this use case, a cloud customer already uses a cloud offer and runs some instances 
(VMs) in a cloud. Due to the introduced cloud computing’s characteristics and 
resulting problems, as already described in Sect.  4.2.2 , “Cloud Computing vs. 
Classic IT Outsourcing”, the customer faces the following problems:

   Missing monitoring of cloud instances  • 
  Data security issues due to unknown data location and shared technology  • 
  Missing auditability of the cloud provider due to missing transparency  • 
  Loss of overview due to frequent infrastructure changes (VM start and stop)    • 

 In the traditional data centre scenario, the server landscape does not change often, 
and especially SME administrators know “their” systems by heart. In cloud computing, 
this can change due to the scalability of cloud resources. Dependent on the demand, 
the quantity of a customer’s active cloud instances can increase and decrease quite 
frequently, for example, to ful fi l a demand of service requests. Since cloud computing 
offers inexhaustible computing resources, users as well as administrators can pick up 
on this advantage quite fast. For example, getting an additional machine exclusively 
just to try out a new version of a certain piece of software was very unlikely in 
traditional IT environments; in cloud computing, this is only a couple of mouse clicks 
away at little cost. 2  Administrators like this because they can be satis fi ed quite quickly 
other running systems are not affected and there is no additional physical space 
needed. But this comfort can quickly lead to a loss of overview of the entire 
infrastructure, which is critical for securing it. Furthermore, in traditional data centres, 
security administrators harden systems and use a combination of  fi rewall rules and 
intrusion detection system to secure it. But in the cloud, this is not applicable anymore 
due to the loss of control over hardware and shared technology issues. 

 To overcome these problems in this use case (b), each cloud instance and the 
corresponding cloud infrastructure, for example, virtual switches, VM hosts, router 
and switches, are monitorable. Therefore, an agent framework can be used, providing 
“audit agents” deployed at core components of a cloud infrastructure, as illustrated 
in Fig.  4.3 . It shows the cloud reference architecture based on work from University 
of Los Angeles and IBM  [  39  ] , which makes the most important security-relevant 
cloud environment components explicit  [  10  ] . By adding audit agents to every layer, 
transparency to the cloud infrastructure can be provided for the user. Each agent is 
producing events in case an ominous transaction was detected. The cloud customer 
will defi ne security service-level agreements (SSLAs) regulating which components 
should be monitored and how, as well as alarm levels describing how the system 
automatically reacts in the event of a detected security incident.     

   2   If a private cloud scenario is considered, costs come down to zero in currency terms, and just the 
available resources count.  
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 Additionally, the described audit system from use case (a) (described in  4.4.1 ) 
can be applied to internal cloud instances as well, extended by using the audit agent’s 
events as additional input for the audit report. 

 The following advantages can be achieved for a cloud customer:

   Better overview of all customer-associated instances, possibly created from • 
multiple accounts  
  Transparency about cloud instances’ security state  • 
  Transparency about provider’s administrative access (see Sect.  • 4.2.3  – A1)    

 The following open-source or research projects support this use case:

   CloudAudit A6  [  • 32  ]   
  Security Audit as a Service (SAaaS)  [  • 40  ]      
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  Fig. 4.3    The cloud reference architecture extended by audit agents       
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    4.4.3   Audit of Cloud IT from the Cloud Provider 
Point of View – Use case (c) 

 From the cloud provider’s point of view, running and maintaining a cloud infrastructure 
are more challenging than a classic data centre. The reasons lie in cloud computing’s 
characteristics, mainly its multi-tenant user model. To be successful, a cloud provider 
needs to prove the following:

   Compliance to laws, especially data protection laws  • 
  Compliance to laws of all subtractors  • 
  Isolation and adequate segregation of shared computing and storage resources  • 
  Measurements taken for availability, service and data protection, for example, • 
backups and comprehensive continuity-of-operations plan  
  Measurements taken to secure the cloud network environment, for example, • 
intrusion detection systems,  fi rewalls and logging facilities  
  Accordance of cloud infrastructure with audit requirements  • 
  Logging of all administrative access to customer’s cloud resources, for example, • 
two-factor authentication for cloud administrators, codes of conduct and 
con fi dentiality agreements  
  Customer-speci fi c audit requirements    • 

 To ful fi l this need, research  [  40  ]  as well as governmental and industry security 
experts  [  16  ] , for example, the German Federal Of fi ce for Information Security 
(BSI), recommends security audits and certi fi cates as the preferred method of 
proof. Traditional IT security audits or penetration tests need to be adapted to a 
cloud’s speci fi c attributes, as described in the previous chapters. Principally, it is 
important to provide continuous monitoring of the cloud’s security state over 
time. Due to the frequently changing infrastructure, the possibility that possible 
misusers of cloud resources are already within the cloud’s network (currently 
most are authenticated by a credit card number) are facts that traditional intrusion 
detection systems cannot cope with. Therefore, a monitoring system built on 
audit agents as described in use case (b) can provide the following advantages 
for a cloud provider:

   Monitoring and detection of attacks against the cloud management system  • 
  Monitoring of cloud usage behaviour to detect misuse of cloud resources (by • 
legally registered cloud customer)  
  Support of IT forensic investigations in case of successful attacks  • 
  Displays security state of cloud infrastructure over time  • 
  Proof of compliance to laws  • 
  Possible interface to third-party security provider for an external audit    • 

 This section introduced three use cases of cloud audits. Use case (a) utilizes 
cloud resources to perform repeating vulnerability scans of a customer’s IT infra-
structure. Use case (b) describes the possibility of monitoring a customer’s cloud 
instances overcoming the lack of traditional intrusion detection systems for cloud 
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environments. Use case (c) discusses an audit from the view of cloud provider to 
run a secure cloud environment, detecting cloud-speci fi c threats like misuse of 
cloud resources or attacks to the cloud management system.   

    4.5   Security Audit as a Service (SAaaS) 

 This section introduces the Security Audit as a Service (SAaaS) architecture as a 
possible cloud audit infrastructure. SAaaS uses the concept of utilizing autonomous 
agents for monitoring a cloud infrastructure to achieve the use cases presented in 
Sect.  4.4 . 

 To address the lack of transparent monitoring of a cloud infrastructure, the Cloud 
Research Lab at Furtwangen University (HFU), Germany, is developing an incident 
detection system for cloud computing: “Security Audit as a Service (SAaaS)”. Its 
development is funded by HFU and the Federal Ministry of Education and Research 
(BMBF), Germany. Two industry partners, a German cloud provider and a German 
IT security provider, are participating in the SAaaS project. It is built upon intelligent, 
autonomous agents collecting data directly at key points of a cloud infrastructure, 
analysing and aggregating information and distributing it with consideration to the 
underlying business processes. Therefore, a description format, the security service-
level agreements (SSLA), will be developed which allows an organization to de fi ne 
monitoring events considering business process  fl ows to decrease false-positive 
alarms. The usage of autonomous agents enables a behaviour anomaly detection of 
cloud components while maintaining the cloud-speci fi c  fl exibility. SAaaS respects 
the following cloud-speci fi c attributes:

   A high number and complexity of distributed systems  • 
  An often-changing infrastructure (e.g. service scalability or user driven)  • 
  An interpretation of the cloud activation in respect to business processes    • 

 First, the advantage of using agents to detect incidents will be discussed, fol-
lowed by the introduction of security service-level agreements. Then the SAaaS 
architecture gets presented and an early SAaaS agent prototype is shown. 

    4.5.1   How Agents Can Improve Incident Detection 

 First, an agent can be de fi ned as

  …a software entity which functions continuously and autonomously in a particular envi-
ronment … able to carry out activities in a  fl exible and intelligent manner that is respon-
sive to changes in the environment … Ideally, an agent that functions continuously … 
would be able to learn from its experience. In addition, we expect an agent that inhabits an 
environment with other agents and processes to be able to communicate and cooperate 

with them… [ 41    ]   
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 Agents within the SAaaS architecture are running independently, not necessarily 
connected to a certain central instance; they are self-defending and self-acting. 
Therefore, we term them “autonomous”. Agents can receive data from other instances, 
for example, a policy module, and distribute information to other instances, like 
other agents or an SAaaS event processing system. The “central” event processing 
system gets itself implemented as an agent, which can be scaled and distributed over 
multiple VMs. 

 Incident detection in cloud environments is a non-trivial task due to a cloud’s 
characteristics. In particular, the frequently changing infrastructure poses a big 
challenge to the de fi nition of “normal cloud usage behaviour”. It is therefore 
important to have a high number of sensors capturing simple events. Simple events 
need to be preprocessed and abstracted to complex events, reducing the possibility 
“of event storms”. Combined with knowledge about business process  fl ows (see 
Sect.  4.5.2 ), it will be possible to detect security incidents in a frequently changing 
infrastructure while keeping the overall message count and therefore the resulting 
network load low. Furthermore, agents can also be added, removed or recon fi gured 
during runtime, without altering other components. Thus, the amount of monitor-
ing entities (e.g. network connections of a VM, running processes, storage access) 
of a cloud instance can be changed without restarting the incident detection sys-
tem. Agents can also be updated to new versions (as long as their interface remains 
unchanged) without restarting the whole incident detection system or other already 
deployed SAaaS agents. By ordering agents in a hierarchical structure (multiple 
simple agents can exist on the same platform), preprocessing of simple events can 
reduce load on the cloud management network. Furthermore, this makes the system 
more scalable by reducing data sent to upper system layers. This procedure is 
introduced and used in  [  39  ] . 

 Combining events from system agents (VM agent, host agent – see Fig.  4.4 ) and 
infrastructure monitoring agents (network agent,  fi rewall agent), incident detection 
is not limited to either host- or network-based sensors which is especially important 
for the characteristics of cloud environments. Furthermore, using autonomous 
agents has advantages in case of a system failure. Agents can monitor the existence 
of co-located agents. If an agent stops for whatever reason, this does not stay unde-
tected. Concepts of asymmetric cryptography or Trusted Platform Module (TPM) 
technology can be used to guarantee the integrity of a (re-)started agent. If an agent 
stops, damage is restricted to this single agent or a small subset of agents which are 
requiring information from this agent.   

    4.5.2   The Glue: Security Service-level agreements 

 Security service-level agreements (SSLAs) are service-level agreements with a strong 
emphasis on monitoring security service objectives. A customer’s cloud instances always 
serve a certain business case. Therefore, security service-level agreements for business 
process  fl ows are important. Consider the example depicted in Fig.  4.5 : Given a typical 
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  Fig. 4.4    Security Audit as a Service event processing sequence       

Agent Management Platform
Virtual Machine

Virtual MachineCentral Agent Platform
Central Agent Platform

Main Container

Agent
Configuration

Tool install-
set

SSLA Rule
Database

Agent
Repository

Management
Agent

Agent A
MoveToLocation()

ConnectionForManagement/
Information / Reaction()

ConnectionForManagement/
Information ()

Main Container

Virtual Machine
Central Agent Platform

Main Container

Main Container

Webserver VM

Agent A
with plugin

Agent
with plugin

Agent B
with plugin

Agent N
with plugin

Collector
Agent

Collector
Agent

Database VM

Tool A
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Web application system consisting of a load balancer, a Web server and a database 
back end deployed exclusively at three VMs in a cloud. All VMs are equipped with 
SAaaS agents. The user’s administrator installs each VM with its necessary software, 
for example, Apache Web server, Tomcat load balancer and MySQL database. 
After the functional con fi guration is  fi nished, the monitoring con fi guration gets 
designed based upon security service-level agreements. These can be technical 
rules, like allowed user logins, allowed network protocols and connections between 
VMs or that the Web server con fi guration is  fi nished and an alarm should be raised 
if changes to its con fi g  fi les are detected.   

 SSLA rules consider the system’s business  fl ow. For example, if a request (using 
the allowed protocols) to the load balancer or database VM without a preceding 
service request to the Web application is detected, this is rated as an abnormal 
behaviour which does not occur in a valid business process  fl ow. Therefore, a moni-
toring event should be generated. SSLAs need to be modelled by the user, who is 
aware of its cloud instances and the underlying business process. Hence, a formal 
modelling description for cloud environments needs to be developed. A  fi rst 
high-level example of a modelled SSLA is shown in Listing  4.1 .  

 Lines 4−19 describe possible technical rules, while lines 21–26 model a busi-
ness  fl ow rule. In this case, a request to the Web server is only valid if a preceding 
request was sent from the load balancer. Line 24 names the SAaaS agents, which 
need to be contacted to resolve this constraint. Line 31 de fi nes which action to take 
in case of a detected monitoring event. This is a  fi rst example – the complete 
de fi nition of the SSLA modelling language is future work. To reduce complexity, 
a graphical policy modeller needs to be developed. For typical cloud usage 
components, for example, a Web server, pro fi les will be prepared, which model 
necessary dependencies, like con fi g directory, associated processes or used 
network protocols.  

    4.5.3   SAaaS Architecture 

 Figure  4.4  gives a high-level overview of the SAaaS architecture and how events 
are generated, preprocessed, combined and forwarded. It can be divided into three 
logical layers: input, processing and output. 

 Input Layer : The SAaaS architecture gets its monitoring information from dis-
tributed agents, which are positioned at key points of the cloud’s infrastructure to 
detect abnormal activities in a cloud environment. Possible key points are running 
VMs of cloud users, the VM hosting systems, data storage, network transition points 
like virtual switches, hardware switches,  fi rewalls and in particular the cloud man-
agement system. A VM agent integrates several monitoring and policy-enforcing 
tools. Therefore, it loads the necessary VM agent plug-ins to interact with stand-
alone tools like the process monitor, an intrusion detection system or an antivirus. 
It gets installed on a VM as well as on a cloud host. A logging component records 
the chronological sequence of detected events building audit trails. 
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1 < s y s t e m>
2 < i d>w e b s e r v e r 1 < / i d>
3
4 < r u n n i n g p r o c e s s e s 1 >
5 < p r o c e s s n a m e > / u s r / s b i n / a p a c h e < / p r o c e s s n a m e>
6 < a l l o w e d p r o t o c o l 1 >
7 < p r o t n a m e>t c p < / p r o t n a m e>
8 < s r c p o r t >80</ s r c p o r t >
9 < s r c s y s t e m >I P o f l o a d b a l a n c e r < / s r c s y s t e m >
10 . . .
11 < / a l l o w e d p r o t o c o l 1>
12 . . .
13 < / r u n n i n g p r o c e s s e s 1 >
14
15 < f r e e z e d c o n f i g d i r 1 >
16 < p a t h > / e t c / a p a c h e 2 < / p a t h>
17 < a l l o w e d a c c e s s t y p e >r e a d o n l y < /
a l l o w e d a c c e s s t y p e >
18 < a l l o w e d a c c e s s e r >r u n n i n g p r o c e s s e s 1 < /
a l l o w e d a c c e s s e r >
19 < / f r e e z e d c o n f i g d i r 1 >
20
21 < r e q u e s t 1>
22 <name>W e b a p p l i c a t i o n r e q u e s t < /name>
23 < p r e c e d i n g c o n s t r a i n t > l o a d b a l a n c e r s e n t r e q u e s t < /
p r e c e d i n g c o n s t r a i n t >
24 < c o n s t r a i n t v a l i d a t o r >S A a a S l o a d b a l a n c e r a g e n t<
c o n s t r a i n t v a l i d a t o r >
25 . . .
26 < / r e q ue s t 1>
27
28 < i n c i d e n t a l a r m 1 >
29 <name>W e b s e r v e r c o n f i g c h a n g e d <name>
30 < o r i g i n >f r e e z e d c o n f i g d i r 1 < / o r i g i n >
31 < a c t i o n >e m a i l 1 < / a c t i o n >
32 . . .
33 < / i n c i d e n t a l a r m 1 >
34 . . .
35 < / s y s t e m>

  Listing 4.1    SSLA example       

 Processing Layer : Each SAaaS agent receives security policies from the SSLA 
policy modeller component. Through security policies, each agent gets a rule set (its 
intelligence) specifying actions in case of a speci fi c occurrence (e.g. modi fi cation of 
a con fi g  fi le which is considered “fi nal” as no modifi cations are applied during 
 “normal” operations). Thus, every occurrence gets  fi rst preprocessed by an agent, 
which reduces communication between VM agents and the cloud management 
agent. Self-learning algorithms will be evaluated to improve an agent’s intelligence. 
The security service-level agreements policy modeller consists of a policy editor, a 
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VM security con fi gurator and a semantic correlation modeller to enable cloud user 
to design SSLA and security policies. An example for an SSLA rule could be: 
“In case of a successfully detected rootkit attack on a VM running on the same 
cloud as a user’s VM, the user VM gets moved to a different host to minimize risk 
of further damage”. Whereas a security policy could state: “In case a modi fi cation 
attempt of a  fi le within/etc./php5/gets detected, deny it and send an email to the 
cloud administrator”. Security policies get sent from the security audit service to the 
corresponding agents. Using the monitoring information of the distributed agents in 
combination with the SSLAs, a cloud behaviour model is built up for every cloud 
user. SSLAs are also used as input for the cloud management agent to detect user 
overlapping audit events. Forwarded higher-level events are processed by a complex 
event processing engine. It is also fed with the modelled business  fl ows from the 
Business Flow Modeller to aggregate information and detect behaviour anomalies. 
Countermeasures can then be applied to detect early and prohibit security or privacy 
breaches. The Report Generator conditions events and corresponding security status 
as well as auditing report results in a human friendly presentation. 

 Presentation layer : As a single interaction point to cloud users, the security 
dashboard provides usage pro fi les, trends, anomalies and cloud instances’ security 
status (e.g. patch level). Information is organized in different granular hierarchies 
depending on the information detail necessary. At the highest level, a simple three-
colour indicator informs about a user’s cloud services overall status. Communication 
between distributed agents and the security dashboard is handled by an event  service. 
Events will use a standardized message format which is not yet defi ned. Our  fi rst 
prototype implements the Intrusion Detection Message Exchange Format (IDMEF). 
Events are also stored in an Event Archive.  

    4.5.4   SAaaS Agent Prototype 

 For the SAaaS architecture, we evaluated existing agent frameworks with the 
 following requirements:

   Agents can be deployed, moved and updated during runtime.  • 
  Agent performance.  • 
  Open-source software platform.  • 
  Documentation and community support.    • 

 As a result, we chose the Java Agent Development Platform (JADE), which 
enables the implementation of multi-agent systems and complies with FIPA1 
speci fi cations. Furthermore, it already provides a user interface, which alleviates 
agent creation, deployment and testing. Figure  4.5  illustrates a basic agent architec-
ture we already assumed in the SAaaS use case discussed in Sect.  4.4 . It shows three 
SAaaS VM agents. Agents live in an agent platform, which provides them with 
basic services such as message delivery. A platform is composed of one or more 
containers. Containers can be executed on different hosts thus achieving a distributed 
platform. Each container can contain zero or more agents  [  42  ] . To provide monitoring 
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functionality, a VM agent interacts through agent plug-in with stand-alone tools, 
like process monitor, intrusion detection system or antivirus scanner, as depicted in 
Fig.  4.5 . To harness the potential of cloud computing, an agent can be deployed to a 
VM on demand according to the SSLA policies a user de fi nes. Different agents 
based on modelled business processes are stored within an agent repository. To be 
able to move a JADE agent to a running cloud instance, the Inter-Platform Mobility 
Service (IPMS) by Cucurull et al.  [  43  ]  was integrated. This supports the presented 
advantage of deploying agents on demand if a designed business process  fl ow was 
started – although this implementation has been reserved for future work. 

 As a  fi rst prototype, a two-layered agent platform was developed, consisting of a 
VM agent running inside a VM and a cloud management agent running as a service 
at a dedicated VM feeding information to a security dashboard. The test bed is 
HFU’s research cloud environment CloudIA  [  44  ] , which is based on OpenNebula. 
Since all VMs in the test bed are Linux based, only open-source Linux tools were 
considered during the research. Two tool-agent noti fi cation mechanisms were 
implemented:

    (a)    The tool sends agent-compatible events directly to the agent plug-in.  
    (b)    The tool writes events in a proprietary format into a log  fi le, which gets parsed 

by an agent plug-in.     

 As for mechanism (a), the  fi le system changes monitoring tool inotify was used, 
whereas for mechanism (b) fail2ban, an intrusion prevention framework was cho-
sen. For demo purposes, a simple Web front end was written, which offers to launch 
several attack scenarios on a VM. Before/after tests were performed to validate that 
an attack was detected and (depending on the plug-in con fi guration) prohibited. A 
prototype version of the security dashboard, depicted in Fig.  4.6 , informs about 
occurring events. Figure  4.6  [left side] shows the VM’s state before an attack. After 
launching an attack, the security dashboard indicator light changes its colour as 
de fi ned in a simple severity matrix and gives short information about the monitored 
event (Fig.  4.6  [right side]). 

 In this section, the Security Audit as a Service (SAaaS) architecture was 
presented as a possible architecture to mitigate cloud-speci fi c security problems. 
It was shown how the usage of autonomous agents and security service-level 

  Fig. 4.6    Security dashboard prototype       
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agreements provide cloud user and cloud provider with a transparent monitoring 
and incident detection system, which considers cloud-speci fi c attributes. An early 
prototype of a JADE cloud agent was shown.   

    4.6   Evaluation 

 This section will evaluate the presented SAaaS architecture against speci fi c cloud 
security problems as described in Sect.  4.2 . 

 In regard to the introduced cloud security problems, mainly “B3 Missing 
Monitoring”, the following advantages can be achieved by the SAaaS architecture:

   Message reduction by business process awareness  • 
  Cloud-wide incident detection  • 
  Detection of cloud misusage and attacks against cloud scalability  • 
  Better cloud monitoring and audit    • 

 We will now consider each of these in turn. 

    4.6.1   Message Reduction by Business Process Awareness 

 Traditional IDS would produce too many messages when monitoring a cloud envi-
ronment due to a lack of  fl exibility regarding frequent infrastructure changes. With 
SAaaS, in case a monitoring event is produced, it  fi rst will be processed by the 
agent, which is initiating the event. Afterwards, this agent informs all other agents 
which are also involved in the current business case (agent group). This is important 
to reduce the overall messages sent to the cloud event processing system especially 
in large cloud computing environments. Imagine an expected high load on the load 
balancer can result in a high number of events produced by the load balancer’s 
agent. Since the events are expected, they again result in a high load on the Web 
server and the database whose corresponding agents could produce again a high 
number of events. By informing the business  fl ow participating agents (Web server 
agent, database agent) with an abstract message (e.g. 100 db access events expected), 
false-positive event messages will be prevented. For cloud audit, this can also be a 
possibility to prevent data storms by using special audit-aware agents.  

    4.6.2   Cloud-Wide Incident Detection 

 With the presented SAaaS, the security state of the entire cloud environment, 
especially the cloud management system, will be monitored. Of interest are cus-
tomer data and data path, administrative actions concerning customer’s instances 
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(e.g. patch management), incident response time, backup restore time, etc. This way, 
cross-customer monitoring is used by the cloud provider as well as third parties, 
like a security service provider, to ensure the overall cloud security state. Standardized 
interfaces enable security audits of a cloud infrastructure, which can lead to a 
cloud security certi fi cation. This addresses cloud security problem B3, missing 
monitoring in cloud infrastructure, and helps bring assessable security features to 
cloud computing.  

    4.6.3   Detection of Cloud Misusage and Attacks Against Cloud 
Scalability 

 Several incidents of misused cloud resources were reported during the last few 
years, as described in Sect.  4.1 . Mostly cloud instances of customers were infected 
and used in a botnet to send spam messages or distribute malicious code. Effective 
cloud monitoring needs to be aware of business processes to detect an event of 
possible misuse of cloud scalability. With the introduced SAaaS architecture, VM 
agents monitor cloud instances’ behaviour. If an instance gets compromised to serve 
a hacker’s needs, this leads to an abnormal behaviour, detected by the monitoring 
system. Furthermore, since SAaaS agents are business  fl ow aware by the SSLA 
rules, attack-driven IaaS up- or downscaling can be detected and prevented. This 
addresses cloud security problems B2, abuse and nefarious use of cloud resource, 
and B5, missing monitoring of cloud scalability.  

    4.6.4   Better Cloud Monitoring and Audit 

 Cloud customers so far have just limited possibilities to monitor their cloud instances. 
This leads to a problem of lack of trust in cloud computing technology and provider. 
In a SAaaS-enabled cloud infrastructure, user VMs are equipped with agents. Users 
de fi ne security service-level agreements, describing which VM components are to 
be monitored, which behaviour of this VM is considered “normal” and how to alert 
in case of system security suspicion, for example, an open network connection 
without a preceding legitimate request. The status gets conditioned in a user-friendly 
format accessible easily through a Web portal – the SAaaS security dashboard. 
Continuous monitoring creates transparency about the security status of a user’s 
cloud instances, hence increasing the user’s trust into the cloud environment. 
Furthermore, with SAaaS agents monitoring at key points in the infrastructure of a 
cloud, customers can be warned if a security problem occurred in their cloud instances 
environment, for instance, in a VM which is running on the same cloud host. The 
user can model with the SSLAs in a  fi ne-grained manner if they want to take a certain 
risk or if further actions are required to protect their instance. This could result, for 
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example, in the migration of a VM to a different cloud host or a shutdown of the VM 
and the start of a twin VM at a different cloud data centre. 

 Administrative action done by a cloud provider’s staff to cloud instance hosting 
systems or customer’s cloud instances misusing their rights given by the hypervi-
sors can also be detected by intelligent interconnection of different SAaaS agents. 
Fine-grained modelled SSLAs combined with SAaaS host agents could warn a user 
if a cloud provider neglects its duty of patch management to software running on 
cloud hosts, for example, hypervisor software. This addresses the cloud security 
problems A1, misuse of administrator rights; A2, missing transparency of applied 
security measure; and B1, intransparent data location. It can also mitigate problem 
A4, shared technology issues, and A5, data life cycle in case of provider switch or 
termination. 

 Continuous monitoring and the standardized reporting of the SAaaS agents 
described in the cloud audit use cases in Sects.  4.4.1  and  4.4.2  help customers to 
ensure the compliance of IT security best practices and help them to ful fi l their 
responsibility to data protection laws. Continuous monitoring also helps cloud 
provider to prove compliance to IT security best practices and laws to customers 
and third-party IT security service providers. This is necessary for IT forensics if a 
security incident need to be tracked over time over multiple cloud instances or cloud 
hosts. This could lead to a possible “cloud security certi fi cation”, which still needs 
to be de fi ned by security experts, governments and industry. This addresses cloud 
security problem B3, missing monitoring in cloud infrastructure. It also mitigates 
problem A4, shared technologies issues. 

 This section showed how the presented SAaaS architecture helps to address the 
speci fi c cloud security problems A1, misuse of administrator rights; A2, missing 
transparency of applied security measures; A4, shared technology issues; A5, data 
life cycle in case of provider switch or termination; B2, abuse and nefarious use of 
cloud resource; B3, missing monitoring in cloud infrastructure; and B5, missing 
monitoring of cloud scalability.   

    4.7   Conclusion and Future Work 

 Before concluding this chapter, a quick look into future work of cloud computing 
audits is given. The “Recommended reading” section lists more literature which 
discusses selected topics of this chapter in more detail. 

    4.7.1   Future Work in Cloud Audits 

 As for future work, more results from cloud computing security research needs 
to go into proposals for cloud-speci fi c security standards. Germany’s Federal Of fi ce 
for Information Security approaches this issue with their  fi rst guideline of security 
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recommendations for cloud computing service providers  [  16  ] . But attacks to the 
cloud management system are not covered by this at all. As for the presented SAaaS 
architecture, we identi fi ed the following tasks: comprehensive research in anomaly 
detection algorithms, comprehensive research in complex event processing and the 
development of the SSLA policy modeller.  

    4.7.2   Conclusion 

 It has been shown that with cloud computing, there are ampli fi ed cloud security 
problems and speci fi c cloud security problems which need to addressed, if an IT 
security audit of a cloud environment is used to prove compliance to IT security best 
practices and data protection laws. Different IT security audit types were presented, 
and it was discussed how classic audits need to change to consider the special char-
acteristics of cloud computing environments. Important challenges for cloud audits 
and the main questions which a cloud audit needs to answer were presented. Existing 
IT security audit industry standards for traditional data centres were introduced and 
supplemented by the new emerging standards for cloud environments. After dis-
cussing possible use cases for audit from and for cloud environments, a  fi rst approach 
to mitigate the presented problems was given with the Security Audit as a Service 
(SAaaS) architecture. SAaaS tries to enable mutual trust and mutual auditability of 
cloud providers and cloud customers. An evaluation was given in which the intro-
duced cloud speci fi c security problems are addressed by the SAaaS architecture.       
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      Auditing Cloud Infrastructures 

 John Spring discusses in  Monitoring Cloud Computing by Layer, Part 1   [  2  ]   and Part 
2   [  22  ]  what a cloud monitoring system should cover to respect cloud-speci fi c 
attributes. 

 Wang et al. present in their paper “Privacy-preserving public auditing for data 
storage security”  [  24  ]  a system to audit integrity and security of public data cloud 
storage. Their solution allows a third-party auditor (TPA) to be able to ef fi ciently 
audit the cloud data storage without demanding the local copy of data and introduce 
no additional on-line burden to the cloud user. Therefore, they combine the public 
key-based homomorphic authenticator with random masking to achieve a privacy-
preserving public cloud data auditing system. 

  Auditing Cloud Computing: A Security and Privacy Guide   [  45  ]  is a collection of 
papers which cover the topics of governance, audit, legal and service delivery of 
cloud infrastructures.   



     Part III 
  Security and Integrity         
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    5.1   Introduction 

 Cloud technologies  [  1,   2  ]  are emerging as a new way of provisioning virtualised 
computing and network infrastructure services on demand for collaborative projects 
and groups. Security in provisioning virtual infrastructure services should address 
two general aspects: supporting the secure operation of the provisioning infrastruc-
ture and provisioning a dynamic access control infrastructure as part of the provi-
sioned on-demand virtual infrastructure. 

 The current cloud security model is based on the assumption that the user/customer 
should trust the cloud service provider (CSP). This is governed by the service level 
agreement (SLA) that in general de fi nes mutual provider and user expectations and 
obligations. However, such an approach addresses only the  fi rst part of the problem 
and does not scale well with the potential need to combine cloud-based services 
from multiple providers when building complex infrastructures. 

 Cloud providers are investing signi fi cant efforts and costs into making their own 
infrastructures secure and achieving compliance with the existing industry security 
services management standards (e.g. Amazon Cloud recently achieved Payment 
Card Industry Data Security Standard (PCI DSS) compliance certi fi cation and Microsoft 
Azure Cloud claims compliance with ISO27001 security standards). However, 
overall security of cloud-based applications and services will depend on two other 
factors: security services implementation in user applications and binding between 
virtualised services and cloud virtualisation platforms. Advanced security services 
and  fi ne-grained access control cannot be achieved without deeper integration with the 
cloud virtualisation platform and incumbent security services, which in its turn can be 
achieved with open and well-de fi ned cloud IaaS platform architectures. 

 This chapter presents recent results of the ongoing research on developing 
architecture and framework for dynamically provisioned security services as part 
of the provisioned on-demand cloud-based infrastructure services. This chapter 
extends earlier published works by authors with the recent results and implemen-
tation experiences. 

 This chapter analyses the basic use cases and proposes an abstract model for 
on-demand infrastructure services provisioning. Section  5.3  provides a short 
description of the architectural framework for on-demand infrastructure services 
provisioning proposed in earlier authors’ work  [  3,   4  ] . It is used as a basis to de fi ne 
the general security requirements to the security infrastructure. Section  5.4  discusses 
conceptual issues, basic requirements, proposed architectural solutions, supporting 
security mechanisms and practical suggestions for provisioning dynamically 
con fi gured access control services as part of the provisioned on-demand cloud-based 
infrastructure services. This section summarises the earlier works by authors  [  5–  7  ]  
and describes the proposed dynamically provisioned access control infrastructure 
(DACI). Section  5.5  describes the security token service that allows federated access 
control to distributed multi-domain cloud resources. 

 Consistent security services design, deployment and operation require continuous 
security context management during the whole security services lifecycle, which is 



1695 Security Infrastructure for Dynamically Provisioned Cloud Infrastructure Services

aligned to the main provisioned services lifecycle.    The proposed security services 
lifecycle management (SSLM) model addresses speci fi c on-demand infrastructure 
service provisioning security problems that can be solved by introducing a special 
security mechanism to allow synchronisation of security services and their binding to 
virtualisation platform and run-time environment. This chapter discusses how these 
security mechanisms can be implemented by using Trusted Computing Group 
Architecture (TCG Architecture) and the functionality of the Trusted Platform Module 
(TPM) that is currently available in many computer platforms and supported by most 
VM management platforms. Section  5.4.5  describes the proposed security bootstrap-
ping protocol that uses TPM functionality and can be integrated with DACI. 

 The practical implementation of DACI reveals a wide spectrum of problems 
related to distributed access control, policy and related security context management. 
This chapter discusses important security services and mechanisms that ensure 
consistency of the provisioned security infrastructure and its integration with user 
applications: authorisation tokens used for provisioning and authorisation session 
management and for security context exchange between infrastructure services and 
providers (Sect.  5.4.6 ) and the standard-based security token service as an important 
mechanism for inter-domain access control and identity management (Sect.  5.5 ).  

    5.2   Background 

    5.2.1   Cloud Computing as an Emerging Provisioning 
Model for Complex Infrastructure Services 

 Modern e-Science and high-technology industry require high-performance infrastruc-
ture to handle large volumes of data and support complex scienti fi c applications and 
technological processes. Dynamicity of projects and collaborative group environment 
require that such infrastructure is provisioned on demand and capable of dynamic 
(re-)con fi guration. A large amount of currently available e-Science/research 
infrastructures is available on the grid, which in the case of Europe is coordinated by 
the European Grid Initiative (EGI)  [  8  ] . Future research infrastructures will inevitably 
evolve in the direction of using cloud resources and will combine both grid and 
cloud resources. 

 Currently large grid projects and cloud computing providers use their own 
dedicated network infrastructure that can handle the required data throughput but 
typically are over-provisioned. Their network infrastructure and security model are 
commonly based on the traditional VPN model that spreads worldwide, creates 
distributed environments for running their own geographically distributed services 
(like Google and Amazon) and provides localised access for users and local providers. 
Their service delivery business model and consequently security model are typically 
based and governed by a service level agreement (SLA) that in general de fi nes mutual 
provider and user expectations and obligations. 
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 Recently, cloud technologies  [  1,   2,   9  ]  are emerging as infrastructure services 
for provisioning computing and storage resources and gradually evolving into general 
IT resources provisioning. Cloud computing can be considered as a natural evolu-
tion of grid computing technologies to more open infrastructure-based services. 
Cloud    “elasticity”, as recognised by researchers and technology practitioners, brings a 
positive paradigm shift in relation to the problem and the problem-solving infra-
structure from sizing a problem to infrastructure to sizing infrastructure to the 
problem. 

 The current cloud services implement three basic service models: infrastructure 
as a service (IaaS), platform as a service (PaaS) and software as a service (SaaS). 
There are many examples of the latter two models, PaaS and SaaS, that are typi-
cally built using existing SOA (service-oriented architecture)  [  10  ]  and Web 
Services or REST (representational state transfer)  [  11  ]  technologies. However, the 
IaaS model, if intended to provision user or operator manageable infrastructure 
services, requires a new type of service delivery and operation framework that 
should also include security infrastructure integration with the user or enterprise 
legacy security infrastructure. 

 This chapter presents ongoing research aimed at developing an architectural 
framework that will address known problems in on-demand provisioning virtualised 
infrastructure services that may include both computing resources (computers 
and storage) and the transport network. The solutions for pooling, virtualising and 
provisioning computing resources are provided by current grid and cloud infrastruc-
tures. New solutions should allow the combination of IT and network resources, 
supporting abstraction, composition and delivery for individual collaborating user 
groups and applications.  

    5.2.2   General Use Case for Cloud-Based On-Demand 
Infrastructure Services Provisioning 

 One general use case for on-demand cloud-based infrastructure services provision-
ing can be considered: large project-oriented scienti fi c infrastructure provisioning 
including dedicated transport network infrastructure. However, two different 
perspectives in developing infrastructure services can be considered – the users and 
application developers’ perspective, on one side, and the providers’ perspective, 
on the other side. Users are interested in uniform and simple access to resources 
and services that are exposed as cloud resources and can be easily integrated into 
the scienti fi c or business work fl ow. Infrastructure providers are interested in infrastruc-
ture resource pooling and virtualisation to simplify their on-demand provision-
ing and extend their service offering and business model to virtual infrastructure 
provisioning. 

 Figure  5.1  illustrates the typical e-Science infrastructure that includes grid and 
cloud-based computing and storage resources, instruments, a control and monitoring 
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system, a visualisation system and users represented by user clients. The diagram 
also re fl ects that there may be different types of connecting network links: high-
speed and low-speed which both can be permanent for the project or provisioned on 
demand.  

 The  fi gure also illustrates a typical use case when a high-performance infra-
structure is used by two or more cooperative users/researcher groups in different 
locations. In order to ful fi l their task (e.g. cooperative image processing and analysis), 
they require a number of resources and services to process raw data on distributed 
grid or cloud data centres, analyse intermediate data on specialist applications and 
 fi nally deliver the result data to the users/scientists. This use case includes all basic 
components of the typical e-Science research process: data collection, initial data 
mining and  fi ltering, analysis with special scienti fi c applications and  fi nally presen-
tation and visualisation to the users. 

 With the growing complexity and dynamicity of collaborative projects and 
applications, they will require access to network control and management functions 
to optimise their performance and resources usage. Currently, the transport network, 
even if provided as a VPN, is set up statically or can only be recon fi gured by a network 
engineer.   

  Fig. 5.1    Project-oriented collaborative infrastructure containing grid-based scienti fi c instruments 
managed by grid VO-A, 2 campuses A and B, and cloud-based infrastructure provisioned on 
demand       
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    5.3   Architectural Framework for Cloud IaaS Model 

    5.3.1   Abstract Model for On-Demand Infrastructure Services 
Provisioning 

 Figure  5.2  below illustrates the abstraction of the typical project- or group-oriented 
virtual infrastructure (VI) provisioning process that includes both computing 
resources and supporting network that is commonly referred to as infrastructure 
services. The  fi gure also shows the main actors involved in this process, such as the 
physical infrastructure provider (PIP), virtual infrastructure provider (VIP) and virtual 
infrastructure operator (VIO).  

 The required supporting infrastructure services are depicted on the left side of 
the picture and include functional components and services used to support normal 
operation of all mentioned actors. The virtual infrastructure composition and 
management (VICM) layer includes the logical abstraction layer and the VI/VR 
adaptation layer facing the correspondingly lower PIP and upper application layers. 
VICM-related functionality is described below as related to the proposed composable 
services architecture (CSA). 

 The proposed abstraction provides a basis for and motivates the de fi nition of the 
architectural framework for cloud-based infrastructure services provisioning to support 
the main cloud IaaS features such as on-demand provisioning, elasticity, scalability, 
virtualisation, lifecycle management and combined compute and network resource 

  Fig. 5.2    Main actors, functional layers and processes in on-demand infrastructure services 
provisioning       
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provisioning. The proposed architectural framework comprises the following 
components discussed in this chapter:

   Infrastructure services modelling framework (ISMF)  • 
  Composable services architecture (CSA)  • 
  Service delivery framework (SDF)  • 
  Dynamically provisioned security infrastructure that includes dynamically • 
provisioned access control infrastructure (DACI) and related security services 
and mechanisms for inter-domain security context management    

 The proposed architecture is SOA (service-oriented architecture)  [  10  ]  based 
upon and using the same basic operation principle as known and widely used SOA 
frameworks, which also provide a direct mapping to the possible VICM implementa-
tion platforms such as enterprise service bus (ESB) or the OSGi framework  [  12,   13  ] . 

 The infrastructure provisioning process, also referred to as service delivery 
framework (SDF), is adopted from the TeleManagement Forum SDF  [  14,   15  ]  with 
necessary extensions to allow dynamic services provisioning. It includes the following 
main stages: (1) an infrastructure creation request sent to VIO or VIP that may 
include both required resources and network infrastructure to support distributed 
target user groups and/or consuming applications, (2) infrastructure planning and 
advance reservation, (3) infrastructure deployment including services synchronisa-
tion and initiation, (4) an operation stage and (5) infrastructure decommissioning. 
The SDF combines in one provisioning work fl ow all processes that are run by 
different supporting systems and executed by different actors. 

 Physical resources (PR), including IT resources and network, are provided by 
physical infrastructure providers (PIP). In order to be included into VI composition 
and provisioning by the VIP, they need to be abstracted to logical resource (LR) 
that will undergo a number of abstract transformations possibly including interac-
tive negotiation with the PIP. The composed VI needs to be deployed to the PIP 
which will create virtualised physical resources (VPR) that may be a part, a pool or 
a combination of the resources provided by PIP. 

 The deployment process includes distribution of common VI context, con fi guration 
of VPR at PIP, advance reservation and scheduling and virtualised infrastructure 
services synchronisation and initiation to make them available to application layer 
consumers. 

 The proposed abstract models allow outsourcing the provisioned VI operation 
to the VI operator (VIO) which is from the user/consumer point of view, providing 
valuable services of required resources consolidation – both IT and networks – and 
taking a burden of managing the provisioned services.  

    5.3.2   Dynamically Provisioned Cloud Security Infrastructure 

 The proposed architecture provides a basis and motivates development of the gen-
eralised framework for provisioning dynamic security infrastructure that includes 
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the dynamically provisioned access control infrastructure (DACI), security services 
lifecycle management model (SSLM), common security services interface (CSSI) 
and related security services and mechanisms to ensure the consistency of the dynami-
cally provisioned security services operation. The required security infrastructure 
should provide a common framework for operating security services at VIP and 
VIO layers and be integrated with the PIP and user legacy security services. 

 Figure  5.3  illustrates security and trust domain-related aspects in the infrastruc-
ture provisioning. It shows trust domains related to VIO, VIP and PIP that are 
de fi ned by the corresponding trust anchors (TA) denoted as TA1, TA2 and TA3. The 
user (or requestor) trust domain is denoted as TA0 to indicate that the dynamically 
provisioned security infrastructure is bound to the requestor’s security domain. The 
dynamic security association (DSA) is created as a part of the provisioning VI. 
It actually supports the VI security domain and is used to enable consistent opera-
tion of the VI security infrastructure.   

    5.3.3   Infrastructure Services Modelling Framework 

 The infrastructure services modelling framework (ISMF) provides a basis for 
virtualisation and management of infrastructure resources, including description, 

  Fig. 5.3    Dynamic security association ( DSA ) to support security infrastructure provisioned on 
demand as a part of the overall infrastructure       

 



1755 Security Infrastructure for Dynamically Provisioned Cloud Infrastructure Services

discovery, modelling, composition and monitoring. In this chapter, we mainly focus 
on the description of resources and the lifecycle of these resources. The described 
model in this section is being developed in the GEYSERS project  [  16  ] . 

    5.3.3.1   Resource Modelling 

 The two main descriptive elements of the ISMF are the infrastructure topology and 
descriptions of resources in that topology. Besides these main ingredients, the ISMF 
also allows for describing QoS attributes of resources, energy-related attributes and 
attributes needed for access control. 

 The main requirement for the ISMF is that it should allow for describing physical 
resources (PR) as well as virtual resources (VR). Describing physical aspects of a 
resource means that a great level of detail in the description is required, while 
describing a virtual resource may require a more abstract view. Furthermore, the 
ISMF should allow for manipulation of resource descriptions such as partitioning 
and aggregation. Resources on which manipulation takes place and resources that 
are the outcome of manipulation are called logical resources (LR). 

 The ISMF is based on semantic Web technology. This means that the description 
format will be based on the Web Ontology Language (OWL)  [  17  ] . This approach 
ensures the ISMF is extensible and allows for easy abstraction of resources by 
adding or omitting resource description elements. Furthermore, this approach has 
enabled us to reuse the network description language  [  18  ]  to describe infrastructure 
topologies.  

    5.3.3.2   Virtual Resource Lifecycle 

 Figure  5.4  illustrates relations between different resource presentations during 
the provisioning process stages that can also be de fi ned as the virtual resource 
lifecycle.  

 The physical resource information is published by a PIP to the registry service 
serving VICM and VIP. This published information describes a PR. The published 
LR information presented in the commonly adopted form (using common data or 
semantic model) is then used by VICM/VIP composition service to create the 
requested infrastructure using a combination of (instantiated) virtual resources and 
interconnecting them with a network infrastructure. In its turn, the network can be 
composed of a few network segments run by different network providers. 

 It is important to mention that physical and virtual resources discussed here are 
in fact complex software-enabled systems with their own operating systems and 
security services. The VI provisioning process should support smooth integration 
into the common federated VI security infrastructure by allowing the de fi nition of a 
common access control policy. Access decisions made at the VI level should be 
trusted and validated at the PIP level. This can be achieved by creating dynamic 
security associations during the provisioning process.   
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    5.3.4   Service Delivery Framework (SDF) 

 Service-oriented architecture (SOA)  [  10  ]  allows for better integration between 
business process de fi nition with higher abstraction description languages and 
dynamically composed services and provides a good basis for creating dynamically 
composable services that should also rely on the well-de fi ned services lifecycle 
management (SLM) model. Most existing SLM frameworks and de fi nitions are 
oriented on rather traditional human-driven services development and management. 
Dynamically provisioned and recon fi gured services will require rethinking of existing 
models and proposing new security mechanisms at each stage of the typical provi-
sioning process. 

 The service delivery framework (SDF)  [  14  ]  proposed by the TeleManagement 
Forum (TMF) provides a common basis for de fi ning software-enabled services  [  15  ]  
lifecycle management framework that includes both the service delivery stages and 
required supporting infrastructure services. 

  Fig. 5.4    Relation between different resource presentations in relation to different provisioning 
stages (Refer to Fig.  5.3  for the initial VI presentation)       
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    5.3.4.1   SDF Work fl ow 

 Figure  5.5  illustrates the main service provisioning or delivery stages: 

    Service request (including SLA negotiation) . The SLA can describe QoS and 
security requirements of the negotiated infrastructure service along with information 
that facilitates authentication of service requests from users. This stage also includes 
generation of the global reservation ID (GRI) that will serve as a provisioning 
session identi fi er and will bind all other stages and related security context.  
   Composition/reservation , which also includes  reservation session binding  
with GRI providing support for a complex reservation process in a potentially 
multi-domain multi-provider environment. This stage may require access control 
and SLA/policy enforcement.  
   Deployment , including services  registration and synchronisation . The deployment 
stage begins after all component resources have been reserved and includes 
distribution of the common composed service context (including security context) 

  Fig. 5.5    On-demand composable services provisioning work fl ow       
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and binding the reserved resources or services to the GRI as a common 
provisioning session ID. The registration and synchronisation stage speci fi cally 
targets possible scenarios with the provisioned services migration or re-planning. 
In a simple case, the registration stage binds the local resource or hosting platform 
run-time process ID to the GRI as a provisioning session ID.  
   Operation ( including  monitoring) . This is the main operational stage of the 
provisioned on-demand composable services. Monitoring is an important func-
tionality of this stage to ensure service availability and secure operation, including 
SLA enforcement.  
   Decommissioning . This stage ensures that all sessions are terminated, data are 
cleaned up and session security context is recycled. The decommissioning stage 
can also provide information to or initiate services usage accounting.    

 Two additional (sub-)stages can be initiated from the operation stage and/or 
based on the running composed service or component services state, such as their 
availability or failure:

    Recomposition or replanning  that should allow incremental infrastructure changes.  
   Recovery/migration  can be initiated by both the user and the provider. This 
process can use MD SLC to initiate full or partial resources re-synchronisation; 
it may also require recomposition.     

    5.3.4.2   Infrastructure Services to Support SDF 

 Implementation of the proposed SDF requires a number of special infrastructure 
support services (ISS) to support consistent (on-demand) provisioned services lifecycle 
management (similar to the above-mentioned TMF SDF) that can be implemented 
as a part of the CSA middleware. 

 The following services are essential to support consistent service lifecycle 
management:

   Service repository or service registry that supports services registration and • 
discovery  
  Service lifecycle metadata repository (MD SLC as shown in Fig.  • 5.3 ) that keeps 
the services metadata during the whole services lifecycle that include services 
properties, services con fi guration information and services state  
  Service and resource monitor, an additional functionality that can be implemented • 
as a part of the CSA middleware and that provides information about services 
and resources state and usage      

    5.3.5   The Composable Services Architecture 

 The infrastructure as a service provisioning involves dynamic creation of an infrastructure 
consisting of different types of resources together with necessary (infrastructure wide) 
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control and management planes, all provisioned on demand. The CSA proposed by 
authors  [  3  ]  provides a framework for the design and operation of the composite/
complex services provisioned on demand. It is based on component services 
virtualisation, which in turn is based on the logical abstraction of the (physical) com-
ponent services and their dynamic composition. Composite services may also use 
the orchestration service provisioned as a CSA infrastructure service to operate 
composite service-speci fi c work fl ow. 

 Figure  5.6  shows the major functional components of the proposed CSA and 
their interaction. The central part of the architecture is the CSA middleware that 
should ensure smooth service operation during all stages of the composable services 
lifecycle.  

 Composable services middleware (CSA-MW) provides a common interaction 
environment for both (physical) component services and complex/composite 
services, built of component services. Besides exchanging messages, CSA-MW also 
contains/provides a set of basic/general infrastructure services required to support 
reliable and secure (composite) services delivery and operation:

   Service lifecycle metadata service (MD SLC) that stores the services metadata, • 
including the lifecycle stage, the service state and the provisioning session context.  
  Registry service that contains information about all component services and • 
dynamically created composite services. The registry should support automatic 
services registration.  
  Logging service that can also be combined with the monitoring service.  • 

  Fig. 5.6    Composable service architecture and main functional components       
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  Middleware security services that ensure secure operation of the CSA/• 
middleware.    

 Note that both logging and security services can be also provided as component 
services that can be composed with other services in a regular way. 

 The    CSA de fi nes a logical abstraction layer for component services and resources, 
which is a necessary part in creating a services pool and virtualisation. Another 
functional layer is the services composition layer that allows creation of the 
composite services that are presented to the consumer as regular services through 
the (other) adaptation layer. 

 The control and management plane provides necessary functionality for managing 
composed services during their normal operation.    It may include an orchestration 
service to coordinate component services operation; in a simple case, it may be a 
standard work fl ow management system. 

 CSA de fi nes a special adaptation layer to support dynamically provisioned 
control and management plane interaction with the component services which, to be 
included into the CSA infrastructure, must implement adaptation layer interfaces 
that are capable of supporting major CSA provisioning stages, in particular, service 
identi fi cation, services con fi guration and metadata including security context, and 
provisioning session management.  

    5.3.6   GEMBus as a CSA Middleware Platform 

 The GÉANT Multi-domain service bus (GEMBus) is being developed as a middle-
ware for composable services in the framework of the GÉANT3 project  [  19,   20  ] . 
GEMBus incorporates the SOA services management paradigm in on-demand ser-
vice provisioning. GEMBus is built upon the industry accepted enterprise service 
bus (ESB)  [  12  ]  and will extend it with the necessary functional components and 
design patterns to support multi-domain services and applications. 

 The goal of GEMBus is to establish seamless access to the network infrastructure 
and the services deployed upon it, using direct collaboration between network and 
applications, and therefore providing more complex community-oriented services 
through their composition. 

 Figure  5.7  illustrates the suggested GEMBus architecture. GEMBus infrastructure 
includes three main groups of functionalities: 

   GEMBus messaging infrastructure (GMI) that includes,  fi rst of all, messaging • 
backbone and other message handling supporting services such as message routing, 
con fi guration services, secure messaging and event handler/interceptors. 
The GMI is built on and extends the generic ESB functionality to support 
dynamically con fi gured multi-domain services as de fi ned by GEMBus.  
  GEMBus infrastructure services that support reliable and secure composable • 
services operation and the whole services provisioning process. These include 
such services as composition; orchestration; security, in particular, security token 
service; and also the important lifecycle metadata service, which is provided by 
the GEMBus environment/framework itself.  
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  Component services, although typically provided by independent parties, need to • 
implement special GEMBus adaptors or use special “plug-in sockets” that allow 
their integration into the GEMBus/CSA infrastructure.    

 The following issues have been identi fi ed to enable GEMBus operation in the 
multi-domain heterogeneous service provisioning environment:

   Service registries supporting service registration and discovery. Registries are • 
considered as an important component to allow cross-domain heterogeneous service  
integration and metadata management during the whole services lifecycle.  
  Security, access control and logging should provide consistent services and security • 
context management during the whole provisioned services lifecycle.  
  Service composition and orchestration models and mechanisms should allow • 
integration with higher-level scienti fi c or business work fl ows.  
  Messaging infrastructure should support both SOAP-based and RESTful (con-• 
forming to a representational state transfer (REST) architecture) services  [  11  ] .    

 The GEMBus and GMI, in particular, are built on top of the standard Apache/
Fuse messaging infrastructure that includes the following components  [  21,   22  ] :

   Fuse Message Broker (Apache ActiveMQ) messaging processor  • 
  Fuse Mediation Router (Apache Camel) normalised message router    • 

 The GEMBus services and applications can be deployed on standard Fuse or 
Apache ESB servers as component services that can be integrated with the standard 
OSGi  [  13  ]  and Spring  [  23  ]  compliant service development frameworks and 
platforms such as Fuse Services Framework/Apache CXF and Fuse ESB/Apache 
ServiceMix. 

  Fig. 5.7    GEMBus infrastructure, including component services, service template, infrastructure 
services and core message-processing services       
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 Figure  5.8  illustrates two examples of composite services that are composed of 
four component services. In the second case, the composite service contains a 
special front-end service that is created from the corresponding service template 
that should be available for speci fi c kinds of applications. Examples of such service 
templates can be a user terminal (or rich user client) or a visualisation service. 
Requiring the GEMBus framework or toolkit to provide a number of typical service 
templates will provide more  fl exibility in delivery/provisioning composite services.    

    5.4   Cloud IaaS Security Infrastructure 

    5.4.1   General Requirements to Dynamically Provisioned 
Security Services 

 On-demand provisioning of cloud infrastructure services drives a paradigm 
change in security design and operation. Considering the evolutional relationship 
between grids and clouds, it is interesting to compare their security models. This is 
also important from the point of view that future e-Science infrastructures will inte-
grate both grid-based core e-Science infrastructures and cloud-based infrastructures 

  Fig. 5.8    Example    of a composite service composed of services: service 1, service 2, service 3 and 
service 4       

 



1835 Security Infrastructure for Dynamically Provisioned Cloud Infrastructure Services

provisioned on demand. Grid security architecture is primarily based on the virtual 
organisations (VO) that are created by the cooperating organisations that share 
resources (which however remain in their ownership) based on mutual agreement 
between VO members and common VO security policy. In grids, VO actually acts 
as a federation of users and resources that enable federated access control based on 
the federated trust and security model  [  24,   25  ] . In general, the VO-based environ-
ment is considered as trusted. 

 In the clouds, data are sent to and processed in the environment that is not under 
the user or data owner control and potentially can be compromised either by cloud 
insiders or by other users sharing the same resource. Data/information must be 
secured during all processing stages – upload, process, store and stream/visualise. 
Policies and security requirements must be bound to the data, and there should be 
corresponding security mechanisms in place to enforce these policies. 

 The following problems/challenges arise from the cloud IaaS environment analysis 
for security services/infrastructure design:

   Data protection both stored and “on-wire” that includes, besides the traditional • 
con fi dentiality, integrity and access control services, also data lifecycle management 
and synchronisation  
  Access control infrastructure virtualisation and dynamic provisioning, including • 
dynamic/automated policy composition or generation  
  Security services lifecycle management, in particular, service-related metadata • 
and properties, and their binding to the main services  
  Security sessions and related security context management during the whole • 
security services lifecycle, including binding security context to the provisioning 
session and virtualisation platform  
  Trust and key management in provisioned on-demand security infrastructure and • 
support for the dynamic security associations (DSA) that should provide fully 
veri fi able chains of trust from the user client/platform to the virtual resource and 
the virtualisation platform  
  SLA management, including initial SLA negotiation and further SLA enforcement • 
at the planning and operation stages    

 The security solutions and supporting infrastructure to support the data integrity 
and data processing security should provide the following functionalities:

   Secure data transfer that possibly should be enforced with the data activation • 
mechanism  
  Protection of data stored on the cloud platform  • 
  Restoration from the process failure that entails problems related to secure job/• 
application session and data restoration    

 The security solutions and supporting infrastructure should support consistent 
security session management:

   A special session for data transfer that should also support data partitioning and • 
run-time activation and synchronisation  
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  Session synchronisation mechanisms that should protect the integrity of the • 
remote run-time environment  
  Secure session failover that should rely on the session synchronisation mechanism • 
when restoring the session    

 Wider cloud adoption by industry and integration with advanced infrastructure services 
will require implementing manageable security services and mechanisms for remote 
control of the cloud operational environment integrity by users.  

    5.4.2   Security Services Lifecycle Management Model (SSLM) 

 Most of the existing security lifecycle management frameworks, such as de fi ned in 
the NIST Special Publication 800-14 “Generally Accepted Principles and Practices 
in Systems Security”  [  26  ] , provide a good basis for security services development 
and management, but they still re fl ect the traditional approach to services and 
systems design driven by engineers. The de fi ned security services lifecycle includes 
the following typical phases: initiation, development/acquisition, implementation, 
operation/maintenance and disposal. 

 Figure  5.9  illustrates the proposed security services lifecycle management 
(SSLM) model  [  5  ]  that re fl ects security services operation in generically distributed 
multi-domain environments and their binding to the provisioned services and/or 
infrastructure. The SSLM includes the following stages: 

   Service  • request  and generation of the GRI that will serve as a provisioning session 
identi fi er (SessionID) and will bind all other stages and related security context 
 [  6,   7  ] . The request stage may also include SLA negotiation which will become a 
part of the binding agreement to start on-demand service provisioning.  
   • Reservation  stage and  reservation session binding  with GRI (also a part of the 
general SDF/SLM) that provides support for a complex reservation process 
including required access control and policy enforcement.  
   • Deployment  stage (including  Bootstrapping ) begins after all component resources 
have been reserved and includes distribution of the security context and binding 

  Fig. 5.9    The proposed security services lifecycle management model       
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the provisioned virtualised resources and hosting platform to the GRI as a 
provisioning session ID.  
   • Registration and synchronisation  stage (including  run-time binding ) that allows 
the whole virtual infrastructure to start synchronously and speci fi cally targets 
possible scenarios with the provisioned services migration or failover. In a simple 
case, the registration stage binds the local resource or hosting platform run-time 
process ID to the GRI as a provisioning session ID.  
  During the   • operation  stage, the security services provide access control to the 
provisioned services and maintain the service access or usage session.  
   • Decommissioning  stage ensures that all sessions are terminated, data are cleaned 
up and session security context is recycled.    

 The proposed SSLM model is compatible with the above-described SDF and 
extends the existing SLM frameworks with the additional stages “registration and 
synchronisation” that speci fi cally target such security issues as the provisioned services/
resources restoration (in the framework of the active provisioning session) and pro-
vide a mechanism for remote data protection by binding them to the session context.

Table  5.1  explains what main processes/actions take place during the different 
SLM/SSLM stages and what general and security mechanisms are used:  

 SLA – used at the stage of the service request placing and can also include the • 
SLA negotiation process.
Workflow is typically used at the operation stage as a service orchestration mechanism • 
and can be originated from the design/reservation stage.
Metadata are created and used during the whole service lifecycle and, together • 
with security services, actually ensure the integrity of the SLM/SSLM.
Dynamic security associations support the integrity of the provisioned resources • 
and are bound to the security sessions.

   Table 5.1    Relation between SSLM/SLM stages and supporting general and security mechanisms   

  SLM/SDF 
stages

Request Planning 
Reservation

Deployment Operation Decommis-
sioning

SSLM 
Process/ 
Activity

SLA 
Negotiation

Serv/Rsr 
Compose 
Reserve

Configure
Bootstrap
Synchron

Orchestration
/ Session 
Management

Logoff 
Accounting

Supporting Mechanisms (M – mandatory, O - optional)

SLA M O
Workflow O M
Metadata M M M M
Dynamic 
Security 
Association

O M M

AuthZ SecCtx 
Management

M M M

Logging O O M M
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Authorisation session context supports integrity of the authorisation sessions • 
during the reservation, deployment and operation stages.
Logging can be actually used at each stage and is essentially important during • 
the last 2 stages – operation and decommissioning.

The proposed SSLM model extends the existing SLM frameworks with the 
additional stages of “reservation session binding” and “registration and synchroni-
sation” which especially target such scenarios as the provisioned services/resources 
restoration, re-planning or migration (in the framework of the active provisioning 
session) and provide a mechanism for remote data protection by binding them to 
the session context. An important role in these processes belongs to the consistent 
security context management and dynamic security associations that should be 
supported by the dynamic trust anchors binding and special bootstrapping proce-
dure or protocol. However, it is perceived that implementing such functionality 
will require the service hosting platform that supports a Trusted Computing Group 
Architecture (TCG Architecture)  [  27,   28  ] .  

    5.4.3   Dynamically Provisioned Access Control 
Infrastructure (DACI) 

 Developing a consistent framework for dynamically provisioned security services 
requires deep analysis of all underlying processes and interactions. Many processes 
typically used in traditional security services need to be abstracted, decomposed 
and formalised. First of all, it is related to security services setup, con fi guration and 
security context management that in many present solutions/frameworks is provided 
manually, during the service installation or con fi gured out-of-band. 

 The    general security framework for on-demand provisioned infrastructure 
services should address two general aspects: (1) supporting secure operation of the 
provisioning infrastructure which is typically provided by the providers’ authentica-
tion and authorisation infrastructure (AAI) supported also by federated identity 
management services (FIdM) and (2) provisioning a dynamic access control infra-
structure as part of the provisioned on-demand virtual infrastructure. The  fi rst task 
is primarily focused on the security context exchanged between involved services, 
resources and access control services. The virtualised DACI must be bootstrapped 
to the provisioned on-demand VI and VIP/VIO trust domains as entities participat-
ing in the handling initial request for VI and legally and securely bound to the VI 
users. Such security bootstrapping can be done at the deployment stage. 

 Virtual access control infrastructure setup and operation is based on the above-
mentioned DSA that will link the VI dynamic trust anchor(s) with the main actors 
and/or entities participating in the VI provisioning – VIP and the requestor or target 
user organisation (if they are different). As discussed above, the creation of such a 
DSA for the given VI can be done during the reservation and deployment stage. 
The reservation stage will allow the distribution of the initial provisioning session 



1875 Security Infrastructure for Dynamically Provisioned Cloud Infrastructure Services

context and collection of the security context (e.g. public key certi fi cates) from 
all participating infrastructure components. The deployment stage can securely 
distribute either shared cryptographic keys or another type of security credential 
that will allow validation of information exchange and application of access control 
to VI users, actors and services. 

 Figure  5.10  illustrates in detail the interaction between main actors and access 
control services during the reservation stage and includes also other stages of provi-
sioned infrastructure lifecycle. The request to create VI (RequestVI) initiates a 
request to VIP that will be evaluated by VIP-AAI against access control polices, 
which will next be followed by a VIP request to PIP for required or selected physi-
cal resources PRs, which in turn will be evaluated by PIP-AAI. It is an SDF and 
SSLM requirement that starting from the initial RequestVI, all communication and 
access control evaluations should be bound to the provisioning session identi fi er 
GRI. The chain of requests from the user to VIO, VIP and PIP can also carry cor-
responding trust anchors TA0…TA2, for example, in a form of public key certi fi cate 
(PKC)  [  29  ]  or WS-Trust security tokens  [  30  ] .  

 DACI is created at the deployment stage and controls access to and use of the VI 
resources; it uses dynamically created security association of the users and resources. 
The DACI bootstrapping can be done either by fully precon fi guring trust relations 
between the VIP-AAI and DACI or by using special bootstrapping registration pro-
cedure similar to those used in the TCG Architecture  [  22  ] . To ensure unambiguous 
session context and the identi fi cation of all involved entities and resources, the following 
types of identi fi ers are used committed PR@PIP or created VR@VIP resources:

   Global reservation ID (GRI) – generated at the beginning of the VI provisioning, • 
stored at VIO and returned to the user as identi fi cation of the provisioning session 
and the provisioned VI  

  Fig. 5.10    Security context management during VI provisioning and operation       
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  VI-GRI – generated by VIP as an internal reservation session ID, which can be • 
also refolded GRI, depending on the VIP provisioning model  
  Local reservation ID (LRI) that can be generated by PIP or VIP to provide • 
identi fi cation PR-LRI and VR-LRI of the committed or created PR@PIP and 
VR@VIP resources     

    5.4.4   Dynamic Security Associations Management 

    5.4.4.1   Trust Relations 

 Figure  5.11  describes relations between entities in the cloud infrastructure services 
provisioned on demand. PIPs own virtualised physical devices to offer virtual 
resources (VRs). VIPs are intermediate providers to compose and aggregate VRs 
from multiple PIPs into the virtual infrastructures (VIs), which are subscribed by 
VIOs. The end-users then may consume VRs in the VI associated with the VIOs’ 
identi fi er. The involved actors form the cloud supply-chain service model from 
low-level providers (PIPs) to intermediate providers (VIPs), subscribers (VIOs) 
and end-users.  

 Providing trust between parties is basic for security services. This model has two 
types of trust relationship. The  fi rst one is static or direct trust between two direct 
parties based on SLA agreements. The second one is dynamic trust, the trust relation 

  Fig. 5.11    Trust relationships in a multi-provider cloud environment       
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established during provisioning stages between indirect parties (i.e. VIO and PIPs, 
VI-end-users and VIPs). These relationships are dynamic because they are estab-
lished and released during the VI provisioning phases. 

 According to various models in distributed systems including public key 
cryptography models (e.g. PKI or PGP) and recommendation-based models, trust 
relationships are assumed not to be transitive  [  31  ] . For example, if A trusts B and B 
trusts C, it cannot be concluded that A trusts C. In some speci fi c conditions, the trust 
could be transitive  [  30  ]  and A could trust C. In our approach, we select the transitive 
trust between parties as speci fi ed in  [  30  ]  with a set of conditions, for example, with 
VI-end-users, VIO and VIP, VIO trusts VIP and recommends the trust to VI-end-users. 
VI-end-users then trust VIO as the recommender for trust relationships and could 
judge VIO’s recommendations. With the above cloud supply-chain service model, 
recommendation paths or trust paths are formed from PIP to VIP, VIO and VI-end-
users. This dynamic trust model can follow one of the following categories. The  fi rst 
one is an evidence-based model where entities establish a trust relationship based on 
evidence, such as cryptographic keys. The other one is a recommendation-based 
model  [  32  ] .    For clouds, we propose to use the evidence-based model because direct/
static trust relations are enforced by a SLA along with speci fi c cryptographic param-
eters that can be provided as a provisioning session security context. Dynamic trust 
relations are established based on direct trust relations and other assumptions as 
speci fi ed above to satisfy conditional transitive trust.  

    5.4.4.2   Establishing Dynamic Trust Relationships 

 A trust relationship between two entities is described by a security association 
(SA). It contains agreed security attributes between parties. The SA may include 
cryptographic parameters (certifi cates, keys, algorithms, etc.) to help one endpoint 
assure another about its trustworthiness. 

 The direct/static trust relations described in the previous section are known as the 
static security association (SSA), while the dynamic trust relations can be de fi ned as 
the dynamic security association (DSA). In the reference model, SSAs include SSA 
(VI-user, VIO), SSA (VIO, VIP) and SSA (VIP, PIP). The set of DSAs include DSA 
(VI-end-user, VIP), DSA (VI-end-user, PIP) and DSA (VIO, PIP). 

 Generic steps to establish dynamic trust relationship are as follows:

    Conditions:  SSA (A, B), SSA (B, C)  
   Goal:  Establish the DSA (A, C)  
   Procedures: 

    1.    A asks B to establish trust with C.  
    2.    B retrieves its SA list to  fi nd SSA (B, A) and SSA (B, C). It then generates a 

new SA. This SA is sent back to A and C by protecting with SSA (B, A) and 
SSA (B, C), respectively.  

    3.    A receives the generated SA. By verifying the SSA (B, A) protector, it adds 
the new generated SA to its SA list as the DSA (A, C).  
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    4.    C receives the generated SA and veri fi es it with SSA (C, B). Since it is valid, 
C adds the new SA, known as DSA (C, A), to its SA list.        

 For speci fi c mechanisms such as PKI, PGP or SAML  [  33  ] , the procedure needs 
to be modi fi ed to generate SA dynamically and sent to both indirect parties A and 
C. Further development of these mechanisms will require additional research.   

    5.4.5   Security Infrastructure Bootstrapping Protocol 

 This section describes the proposed security bootstrapping protocol that was 
proposed in the authors’ papers  [  25  ]  and  [  7  ]  and is currently being implemented 
in the framework of the GEYSERS project  [  16  ] . 

 The DACI trust model relies on a number of trust anchors residing at PIP, VIP 
and VIO and rooted in the VI provisioning request or SLA between user/customer 
and VI/cloud provider (in our model, VIP or VIO). However, to protect it from 
compromise (e.g. by cloning) and make it integrity protected, it needs to be bootstrapped 
to the virtualisation platform run-time environment. The proposed bootstrapping 
protocol uses a Trusted Computing Platform Architecture (TCG Architecture) and 
Trusted Platform Module (TPM) which can provide a trustworthy platform from 
which secure systems may be built. They can provide a static root of trust to allow 
booting a system to a known and trusted state by taking measurements and verifying 
each piece of software before it is executed  [  34  ] . 

 In order to create a trusted computing environment, it is necessary to build an 
unbroken chain of trust from the most fundamental hardware (such as the BIOS and 
 fi rmware) through to the operating system and virtualisation platform that hosts 
virtualised services and the DACI itself. The TPM can be con fi gured to take mea-
surements of each software component before it is executed. Only if the signature is 
valid will the system proceed. Software needs to be speci fi cally designed to take 
advantage of these capabilities; as an example, such solutions and  fi rmware are 
provided by Intel  [  35  ]  and VMware  [  36  ] . 

 The initial TPM-based platform initiation uses a special method for remote TPM 
attestation called direct anonymous attestation (DAA)  [  37  ]  that actually requires a third-
party role (the issuer)  [  26  ]  that can be a part of cloud provider security infrastructure. 

 In order to authenticate the TPM-enabled system, the service provider would 
provide a signed package that contains relevant TPM public keys, system keys and 
valid trusted states for those machines. Next, a special Vanguard application is sent 
to a remote machine via the SCP protocol as an initial stage in the required service 
deployment. It determines the safety of the remote machine before more sensitive 
information or software is transferred to it. As part of the bootstrapping process a 
Vanguard application veri fi es the identity and state of the remote machine based on 
the  fi ngerprint provided in the security package. 

 After veri fi cation, a trusted platform session token can be generated based on 
GRI or LRI that is then sealed by the TPM. It is included as a part of the general VI 
or DACI security context and can only be decrypted by the same TPM and only 
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when in the same state  [  38  ] . This prevents the session from being decrypted on 
another machine and in effect binds the session to the machine in a trusted state. 
In order to defeat a cloning attack, an encryption key or other metadata can also be 
sealed to a TPM. When used to encrypt disk images, this prevents the images from 
being decrypted on another untrusted machine.  

    5.4.6   Security Context Management in DACI 

 Although DACI operates at the operation stage of the SSLM/SLM, its security 
context is bound to the overall provisioning process starting from the initial stage of 
the service request and SLA negotiation that will provide a trust anchor TA0 to the 
user/application security domain with which the DACI will interact during the operation 
stage. The RequestVI initiates the provisioning session inside which we can also 
distinguish two other types of sessions: reservation session and access session, 
which however can use that same access control policy and security context man-
agement model and consequently can use the same format and type of the session 
credentials. In the discussed DACI, we use the authorisation token (AuthzToken) 
mechanism initially proposed in the GAAA-NRP framework and used for authori-
sation session context management in multi-domain network resource provisioning 
 [  39,   40  ] . Tokens as session credentials are abstract constructs that refer to the related 
session context stored in the provisioned resources or services. The token should 
carry a session identi fi er, in our case GRI or VI-GRI. 

 When requesting VI services or resources at the operation stage, the requestor 
needs to include the reservation session credentials together with the requested 
resource or service description which in its own turn should include or be bound to the 
provisioned VI identi fi er in a form of GRI or VI-GRI. The DACI context handling 
service should provide resolution and mapping between the provided identi fi ers and 
those maintained by the VIP and PIP, in our case VR-LRI or PR-LRI. If session 
credentials are not suf fi cient, for example, in case delegation or conditional policy 
decision is required, all session context information must be extracted from AuthzToken 
and the normalised policy decision request will be sent to the DACI policy decision 
point (PDP) which will evaluate the request against the applied access control policy. 

 In the discussed DACI architecture, the tokens are used both for access control 
and signalling at different SSLM/SDF stages as a  fl exible mechanism for communi-
cating and signalling security context between administrative and security domains 
(that may represent PIP or individual physical resources). Inherited from GAAA-
NRP, the DACI uses two types of tokens:

   Access tokens that are used as AuthZ/access session credentials and refer to the • 
stored reservation context.  
  Pilot tokens that provide  fl exible functionality for managing the AuthZ session • 
during the reservation stage and the whole provisioning process. A few types of 
the pilot token are de fi ned that can communicate different domain-related context 
information during the services or resources reservation stage.    



192 Y. Demchenko et al.

 Figure  5.12  illustrates the common data model of both access token and pilot 
token. Although the tokens share a common data model, they are different in the 
operational model and in the way they are generated and processed. When pro-
cessed by the AuthZ service components, they can be distinguished by the token 
type attribute which is optional for access token and mandatory for pilot token.  

 (a) High-level access and pilot token data model    
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  Fig. 5.12    Common access and pilot token data model ( a ) and example of the XML token ( b )       

  <AAA:AuthzToken 
xmlns:AAA=”http://www.aaauthreach.org/ns/AAA”  
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   Issuer=”http://testbed.ist-
phosphorus.eu/phosphorus/aaa/TVS/token-pilot”  

   SessionId=”0912182e7f9c7d156028e77e3d6b460de8e4
937c”  

  TokenId=”a99b91e70307bdd329c9a0aec18bb4a3” 
type=”pilot-type3”>  
  <AAA:TokenValue>3923c7ecb979e7078ab8745191a7b25348cdc
b48</AAA:TokenValue>  
   <AAA:Conditions NotBefore=”2008-07-25T09:38:39.890Z”  

   NotOnOrAfter=”2008-07-26T09:38:39.890Z”/>  
   <AAA:DomainsContext>  
  <AAA:Domain   domainId=”http://testbed.ist-

phosphorus.eu/viola”>  
   <AAA:AuthzToken  Issuer=”http://testbed.ist-

phosphorus.eu/viola/aaa/TVS/token-pilot”  

  SessionId=”b0b6202d7bd7fb7b591b5de29950d21fdb8bf375”  
      TokenId=”e7c88fad8cff42d7faaa961b96411ae6”>  
   <AAA:TokenValue>f09194bbddeef95bc4acb187f71b0bb20b2d

0b44</AAA:TokenValue>  
  <AAA:Conditions    NotBefore=”2008-07-
18T21:55:15.296Z”  
        NotOnOrAfter=”2008-07-18T21:55:15.296Z”/>  
  </AAA:AuthzToken>  
  <AAA:KeyInfo>http://testbed.ist-

phosphorus.eu/viola/_public_key_</AAA:KeyInfo>  
    </AAA:Domain>  
   </AAA:DomainsContext>  
  </AAA:AuthzToken>  

 (b) Example XML token type 3 containing domain-related context that may 
include the pilot token and key information from the previous domain 

 Access tokens contain three mandatory elements: the SessionId attribute that holds the 
GRI, the TokenId attribute that holds a unique token ID attribute and is used for token 
identi fi cation and authentication and the TokenValue element. The optional elements 
include: the condition element that may contain two time validity attributes notBefore 
and notOnOrAfter, the decision element that holds two attributes ResourceId 
and result, and optional element obligations that may hold policy obligations returned 
by the PDP. Pilot tokens may contain another optional domains element that serves as a 
container for collecting and distributing domain-related security context. 

 For the purpose of authenticating token origin, the pilot token value is calculated 
from the concatenated strings “DomainId, GRI, TokenId”. This approach provides 
a simple protection mechanism against pilot token duplication or replay during the 
same reservation/authorisation session. The following expressions are used to 
calculate the TokenValue for the access token and pilot token: 
  TokenValue = HMAC(concat(DomainId, GRI, TokenId), 

TokenKey)  
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 In the current implementation  [  40  ] , the TokenKey is generated from the GRI and 
a common shared secret value among all trusted domains. It means that only these 
domains can generate valid tokens and correspondingly verify the authenticity of 
the received tokens. The shared secret can be distributed as a part of the DSA 
creation. It is also suggested that all participating resources and/or domains cache 
received tokens and check their uniqueness.   

    5.5   Security Token Service for Federated Access Control 
to Provisioned Cloud Infrastructure 

 Consistent access control to the provisioned cloud infrastructure services requires 
security mechanisms that should allow federated access control and identity manage-
ment to potentially multi-domain and multi-provider cloud resources from the user 
organisational or residential domains. Such functionality is generically provided by 
the GEMBus security token service (STS) that complies with the related WS-Security 
standards such as WS-Trust and WS-Federation  [  30,   41  ] . The STS is a mechanism 
that conveys security context information between services that may reside in differ-
ent security and administrative domains. STS can issue and validate security tokens 
and support service identity federation and federated identity delegation. 

 Figure  5.13  depicts an example of the messages exchanged when a user 
attempts to access a service using tokens to secure the connection. First, the ser-
vice consumer initialises and sends an authentication request to STS. The STS 
then validates the consumer credentials and issues a security token to it. With the 
token, the consumer sends a request message including the token to the producer. 
The consumer sends the token to STS to check its validity. After running its validation 
process, the STS sends a response with the status of the token to the producer, which 
processes it and replies to the consumer.  
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5. RST (Token)
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credentials
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Token

STS

4. Request (Token)
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  Fig. 5.13    STS operation in federated access control to multi-domain resources       
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 Two different architectural elements are de fi ned for token issuance and validation: 
the ticket translation service (TTS) is responsible for generating valid tokens accord-
ing to the received credentials and for renewing and converting security tokens, and 
an authorisation service (AS) performs token validation and can retrieve additional 
attributes or policies from other sources to perform the validation. 

 The GEMBus STS can be used in both cases as part of the provider access 
control infrastructure or can be provisioned and deployed as part of the delivered 
cloud infrastructure that is managed by the user where GEMBus is used as a platform 
for on-demand services provisioning and management. 

    5.5.1   STS Functionality and Standard Compliance 

 Security mechanisms must comply with requirements that may con fl ict with secu-
rity, privacy and simplicity of use. It is important that the security protocols deal 
with user attributes and related information in an appropriate manner, taking the 
conservative disclosure of attributes and abiding to user privacy policies whenever 
possible. It is also important that these directives are enforced by all entities, both in 
the infrastructure itself and in the participant services, dealing with user data in a 
consistent manner. From the point of view of services, it is very important to protect 
information by ensuring the identity of consumers who use the services. The most 
adequate manner to satisfy these requirements relies on the use of a token that allows 
the transfer of security data along the exchanged messages. 

 The mechanisms needed to provide secure communications within the GEMBus 
architecture base their operation on the STS. This service, described in WS-Trust, 
makes it possible to issue and validate security tokens. The GEMBus STS supports 
the WS-Trust interoperability pro fi le de fi ned by the EMI, and support for other 
pro fi les can be easily added. 

 Web Services Security (WS-Security) is a communication protocol that provides 
the means for applying security to Web Services. It is part of the WS-* family of Web 
service speci fi cations published by OASIS. It is a  fl exible and feature-rich extension 
to SOAP to apply security to Web Services. The protocol speci fi es how integrity and 
con fi dentiality can be enforced on messages. It allows the communication of various 
security token formats, such as SAML  [  33  ] , Kerberos  [  42  ]  and X.509  [  29  ] , though 
the protocol is able to accommodate practically any kind of token format. Its main 
focus is the use of XML Signature  [  43  ]  and XML Encryption  [  44  ]  to provide 
end-to-end security. The protocol is of fi cially called WSS and associated with other 
speci fi cations like WS-Trust, WS-SecureConversation  [  45  ]  and WS-Policy  [  46  ] . 

 WS-Trust provides extensions to WS-Security, speci fi cally dealing with issuing, 
renewing and validating security tokens, as well as how to establish, assess (the 
presence of) and broker trust relationships between participants in a secure message 
exchange. WS-Trust de fi nes:

   The concept of a STS: A Web service that issues security tokens as de fi ned in • 
the WS-Security speci fi cation  
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  The formats of the messages used to request security tokens and the responses • 
to those messages  
  Mechanisms for key exchange     • 

    5.5.2   STS Operational Models 

 When establishing the identity of a requesting party, it is important to take into 
account that not only the identity of the entity performing the actual request must 
be established. Being able to identify the original requestor (the one on whose 
behalf the requesting party is acting) is crucial as well. In this respect, we can 
reduce the possible situations to two basic models: the star model and chain model, 
suggesting the possibility of a more complex combination of both (see Fig.  5.14 ).  

 In the star model (Fig.  5.14a ), the  fi nal user is identi fi ed at a client endpoint, 
which acts as consumer of the requested services on the user’s behalf by connecting 
to the appropriate service producer endpoints. Therefore, a single statement (or its 
translations into the required formats thereof) can be used to identify the consumer 
and the original requesting user. The  fi gure illustrates this architecture, in the case 
of using SOAP for transport requests and a SAML token to express security statements. 

 In the chain model (Fig.  5.14b ), the  fi nal user is identi fi ed at a consumer endpoint, 
which sends an initial request on behalf of the user requesting a service to a  fi rst 
service producer endpoint, which then forwards the request to a second producer 
endpoint, and this to a third one, and thus successively. Therefore, the initial state-
ment (built by the original consumer endpoint) needs to be forwarded as requests are 
passed from one service endpoint to the next in the chain. The statement must con-
tain information about the original user and the initial consumer endpoint and should 
contain information about the service endpoints through which the request has been 
forwarded. 

 The AS in Fig. 5.14(a) and (b) refers to a service taking care of validating the secu-
rity statements received within a certain request. It relies on the use of security 
tokens along with requests to transfer relevant identity statements plus the avail-
ability of a service (provided by the infrastructure itself) able to verify the validity 
of the security tokens. If a common token format is used or, conversely, an available 
service is able to generate appropriate tokens by translating among equivalent ones, 
there are two distinct phases in securing service access:

    1.    Token request and generation undertaken by the local mechanism that the user 
decides to employ, as long as a minimal set of requirements on level of assurance 
(in several aspects: identity assessment, required credentials, strength of the link 
to the individual, etc.) is ful fi lled  

    2.    The validation of the token received by the requested service, probably using 
some of the statements inside the token to retrieve additional attributes from 
trusted sources and/or to request an access decision from a policy decision point     
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 In conclusion, the GEMBus security architecture requires:

   A common token format to guarantee interoperability at the security level  • 
  A service able to act as the source of such tokens and provide a way to translate • 
other token formats into the common format  
  A service able to validate security tokens and to provide authorisation decisions    • 
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  Fig. 5.14    STS operational models: ( a ) star; ( b ) chain         
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 In accordance with these requirements and as considered above, two different 
architectural elements are de fi ned for token issuance and validation in the GEMBus 
STS. The ticket translation service (TTS) is responsible for generating, renew-
ing and transforming valid tokens in the system, while the authorisation service 
(AS) performs token validation. 

 The TTS mostly relies on external identity providers that must verify the identity 
of the requester based on valid identi fi cation material. To support a large amount of 
services, the application of different authentication methods must be ensured. 
This must include the support of currently standardised authentication methods as 
well as methods incorporated in the future. In particular, GEMBus has imbedded 
support for the eduGAIN identity federation services  [  47  ] , eduPKI  [  48  ] , TERENA 
Certi fi cate Service (TCS)  [  49  ]  and other International Grid Trust Federation 
(IGTF)  [  50  ]  accredited identity infrastructures. 

 The AS is responsible for checking the validity of the presented tokens. In this 
case, the requester is usually a service that has received a token along with a request 
message and needs to check the validity of the token before providing a response. 
Checks carried out on the token can be related to issue date, expiration date or 
signature(s). This process can also be associated with more complex processes of 
authorisation that imply attribute request and check security policies. If the token is 
valid, the AS provides an af fi rmative answer to the service.  

    5.5.3   STS Token Formats 

 The WS-Security speci fi cation allows a variety of signature formats, encryption 
algorithms and multiple trust domains. It is open to various security token models, 
such as X.509 certi fi cates, user id/password pairs, SAML assertions and custom-
de fi ned tokens. 

 The GEMBus TTS supports the transformations among different token formats, 
according to service descriptions as stored in the GEMBus registry by means of the 
appropriate pro fi le identi fi ers. Nevertheless, the canonical GEMBus security token 
(applicable by default in all GEMBus-supported exchanges) is the relayed-trust 
SAML assertion originally de fi ned within the GN2 project  [  45  ]  to provide identity 
information in scenarios where a service is acting on behalf of a user identi fi ed 
through an identity federation. 

 The SAML construct used in this case is able to convey information about the 
user accessing the producer. It ful fi ls two essential constraints:

   It is bound to the consumer by the original identity provider (IdP) that identi fi ed • 
the requesting user, so it is possible to check that the information it contains 
about the user has been legally obtained.  
  It is bound to the producer by the consumer, so a potentially malicious pro-• 
ducer cannot use this information to further impersonate either the consumer 
or the user.    
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 To comply with these two requirements, the token consists of an SAML assertion 
expressing data related to the user authentication with:

   A valid audience restricted to the producer(s) to which it is addressed, through a   • 
SAML condition element containing an identi fi er uniquely associated with them  
  A statement expressing that this speci fi c method of relayed trust must be used to • 
evaluate the assertion, through a speci fi c value in the SAML construct identifying 
the subject con fi rmation method  
  The identity assertion(s) received from the IdP as evidence for this con fi rmation • 
process, as part of the SAML element SubjectCon fi rmationData    

 A sample SAML assertion following the above procedures for a consumer with 
the identi fi er:    urn:geant:edugain:component:perfsonarclient:Ne
t fl owClient10082    acting on behalf of a user identi fi ed at the IdP:    urn:gean
t:edugain:be:uninett:idp1    and connecting to a consumer identi fi ed by:  
  urn:geant:edugain:component:perfsonarresource:net fl ow.
uninett.no/data    should have an SAML 2.0 content as the one displayed 
below (some line breaks and indentation are added to improve readability): 

  <?xml version=”1.0” encoding=”UTF-8”?>  
  <Assertion  
   xmlns:xsi=”http://www.w3.org/2001/XMLSchema-
instance”  
   xsi:schemaLocation=”urn:oasis:names:tc:SAML:2.0:asse

rtion”  
   Version=”2.0” ID=”100001”  
   IssueInstant=”2006-12-03T10:00:00Z”>  
   <Issuer>  
   urn:geant:gembus:security:sts:gemsts  
   </Issuer>  

  <!-- An audience restriction, that will restrict this 
security token to be valid for one single resource only. 
-->  
   <Conditions>  
   <AudienceRestriction>  
   <Audience>  
   urn:geant:edugain:component:perfsonarresource:  
   net fl ow.uninett.no/data  
   </Audience>  
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   </AudienceRestriction>  
   </Conditions>  

   <Subject>  
   <NameID>aksjc7e736452829we8</NameID>  
   <SubjectCon fi rmation  
   Meth-od=”urn:geant:edugain:reference:relayed-trust”>  
   <SubjectCon fi rmationData>  
   <Assertion  
   xmlns=”urn:oasis:names:tc:SAML:2.0:assertion”  
   xmlns:xsi=”http://www.w3.org/2006/XMLSchema-
instance”  
   Version=”2.0” ID=”_200001”  
   IssueInstant=”2006-12-03T10:00:00Z”>  
   <Issuer>  
   urn:geant:edugain:be:uninett:idp1  
   </Issuer>  

  <!-- This inner assertion is limited to only be valid for 
the client performing the WebSSO authentication. This 
inner assertion cannot be reused or used at all by others 
than the Net fl owClient10082 instance. But Net fl owClient10082 
can use it as an evidence when used inside an assertion 
issued by Net fl owClient10082 using the relayed-trust 
con fi rmationMethod. -->  

   <Conditions>  
   <AudienceRestriction>  
   <Audience>  
   urn:geant:edugain:component:perfsonarclient:  
   Net fl owClient10082  
   </Audience>  
   </AudienceRestriction>  

   </Conditions>  

  <!-- This is the inner Subject and authNstatement prov-
ing the authentication itself.  

  These elements and attributes must be identical in the 
inner and outer assertion:  

   - Assertion/Subject/NameID  
   - Assertion/AuthnStatement@AuthenticationMethod  

  The inner assertion con fi rmation Method must be  
   urn:oasis:names:tc:SAML:1.0:cm:bearer. -->  
   <Subject>  
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   <NameID>aksjc7e736452829we8</NameID>  
   <SubjectCon fi rmation Meth-
od=”urn:oasis:names:tc:SAML:2.0:cm:bearer”/>  
   </Subject>  
   <AuthnStatement AuthnInstant=”2006-12-
03T10:00:00Z”>  
   <AuthnContext>  
   <AuthnContextClassRef>  

   urn:oasis:names:tc:SAML:2.0:ac:classes:Password  
   </AuthnContextClassRef>  
   </AuthnContext>  
   </AuthnStatement>  

  <!-- Enveloped Signature for SubjectCon fi rmation -->  
  <Signature>  
  <!-- Signed by the IdP -->  
   <SignedInfo>  
   <CanonicalizationMethod Algorithm=”…”/>  
   <SignatureMethod Algorithm=”…”/>  
   <Reference>  
   <DigestMethod Algorithm=”…”/>  
   <DigestValue/>  
   </Reference>  

   </SignedInfo>  
   <SignatureValue/>  
  </Signature>  
  </Assertion>  
  </SubjectCon fi rmationData>  
  </SubjectCon fi rmation>  
  </Subject>  

  <Signature>  
  <!-- Signed by TTS -->  
   <SignedInfo>  
   <CanonicalizationMethod Algorithm=”…”/>  
   <SignatureMethod Algorithm=”…”/>  
   <Reference>  
   <DigestMethod Algorithm=”..”/>  
   <DigestValue/>  
   </Reference>  

   </SignedInfo>  
   <SignatureValue/>  
   </Signature>  
  </Assertion>   



202 Y. Demchenko et al.

    5.5.4   TTS and AS 

 The ticket translation service (TTS) is responsible for issuing, renewing and con-
verting security tokens, responding to consumer requests for issuing, renewing or 
converting security tokens for services that require it. 

 Each of these operations can only be done by the TTS, unlike token validation 
that can be of fl oaded in certain cases from the security service, the service itself or 
at the framework integration elements such as interceptors, message routers or 
binding components, especially when session tokens (as described below) are used 
to simplify interactions. 

 The main TTS operations are:

   Issuing: To obtain a security token from an identity credential (identity token)  • 
  Renewing: To renew an issued security token  • 
  Converting: To convert a security token type to another security token type    • 

 The TTS operation is as follows:

    1.    The consumer obtains an identity token (SAML assertion, grid proxy certi fi cate 
token, etc.) from an identity infrastructure. Typically, the consumer requires 
users to send such a token in order to provide access.  

    2.    The consumer sends a request for issuance, renewal or conversion to the TTS using 
either the identity token (issuance) or a security token (renewal or conversion).  

    3.    The STS validates the consumer’s token (using security policies) and sends a 
security token to the consumer.     

 The authorisation service (AS) is responsible for supporting the token validation 
functions, responding to requests for validating tokens of consumers and services 
that require it. 

 The token validation process can be performed by the AS itself or act as a proxy 
redirecting the validation process to the external service that generated it. For exter-
nal validation, the authorisation service may query an external service or IdP and 
forward the response to the consumer. When the authorisation service itself per-
forms validation, the process must verify the information contained in the token by 
checking the issuer, issue and expiration date, signatures, etc. In addition to the 
token, the authorisation service can perform a more complex authorisation process, 
retrieving attributes related to the token subject and consulting a policy decision 
point (PDP) for authorisation decisions. 

 As described in the previous section, the architecture proposed by GEMBus is 
based on message exchanges performed by different services that can be connected in 
many ways. Since the ESB is the main integration mechanism provided by GEMBus 
and it can also act as a container, it is possible to develop and deploy a service directly 
on the bus. But it is more interesting to exercise its integration capabilities, such as 
interceptors, message routers and binding components. Whether deployed inside the 
bus or running as an external service, the STS can be used in a service composition to 
transparently provide its capabilities, using the above-mentioned mechanisms. 
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 Figure  5.15  illustrates a scenario in which a security token service extended with 
support for session tokens is integrated in the GEMBus architecture. In this exam-
ple, the consumer obtains an identity token (e.g. an SAML assertion) from an iden-
tity infrastructure. Then it sends an authentication request to the STS using the 
identity token. The STS validates the consumer identity token and issues a security 
token (ST) to the consumer. With the new token, the consumer sends a request mes-
sage to the provider that is intercepted by an element that extracts the ST and sends 
a token validation request to the STS. The AS module validates the consumer token 
and issues a response with a validated security token with an optional session token 
(SeT). Finally, the interceptor passes the message to the provider. It processes the 
consumer request and sends the response message to the consumer.   

    5.5.5   Session Management 

 Session management is the process of keeping track of consumer activity across 
different levels of interaction with the producer. 

 Assuming that each message to a service is attached with a token that the service 
must validate at the authorisation service, this will very likely mean a high workload 
for the security services and additional delays in service provision. The objective of 
managing GEMBus sessions is to speed up the security system performance with-
out compromising security goals. 

 There are several mechanisms to strengthen the validation of the tokens based on 
the idea of sessions: It is possible to include a new type of token called session token 
that is returned to the requester after successful validation in the AS. The main feature 
of this type of token is rapid validation at the expense of lower security features 
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compared to a normal token, though this can be alleviated (if not solved) by reducing 
its lifetime. When the requester makes a new request for validation to the AS, it can 
include the two tokens or just the session token. When the AS receives the query, it 
 fi rst checks the session token and, if it is valid, it can respond directly to expedite the 
process. The GEMBus STS employs a lightweight yet powerful session token format 
based on JWT, much faster to parse and validate. There are plans to extend this 
format to make them fully valid security tokens. 

 Another type of optimisation can be applied to the token validation mechanism 
done by the AS by making the AS temporarily store a reference to each validated token. 
Within a given validity period, whenever the AS receives a request for the same token, 
it does not make a full revalidation. The idea is close to the use of a cache, providing a 
performance enhancement similar to the use of session tokens, and with the additional 
advantage of not involving changes in the requesters that make use of the AS. 

 A JWT session token example looks like this: 

  eyJ0eXAiOiJ     KV1QiLCJhbGciOiJSUzI1NiJ9.eyJhdWQiOiJ1c
m46Z2VhbnQ6ZWR1Z2Fpbjpjb21wb25lbnQ6cGVyZnNvbmFycmVzb3
VyY2U6bmV0Zmxvdy51bmluZXR0Lm5vXC9kYXRhIiwiaX_
NzIjoidXJuOmdlYW50OmVkdWdhaW46Y29tcG9uZW50OnBlcmZzb
25hcmNsaWVudDpOZXRmbG93Q2xpZW50MTAwODIiLCJpYXQiOjEzM-
jA0MDQ0MDk2MzAsImF0dHIiOnt9LCJleHAiOjEzMjA0MDgw
MDk3MTR9.UGl_PoSyd45QqY7m4IoQj9rDdIt3IvXfHRYSa27I1
JbKacI6bDTLewn_0JUuUjeKJoEwQ0MX9KmnT2M1ZD1lRhFGPFhhXm
5MyHNPSC7v9ruzXqk89M8MWbJwpo9elIh8aG4gPGcpGIIuHJ2VLHHDI
IstnX4Z83XfTjg4RHzLkWCRzwzbb4hkIvx6vAPNcGhcC5CfERa
opI6qiDJzpNE_StaU_BI0POUa_3BZU0mVoV4gc_fV_gJipCHXER0z
8rrRBqDuS1Alw2hxBmM2adMTQz9Zk0FlW_74WLMVVHysjltk7Vn4oEc
phXNl54wg1A8sKk6uaIZaH6oI1-f_oDtfA  

 This token is divided in three parts (header, claims and signature), all of them 
base64 encoded.    The header and claims contain the following information: 

  <?xml version=”1.0” encoding=”UTF-8”?>  
  //JWT Header  
  {  
   “typ”: “JWT”,  
   “alg”: “RS256”  
  }  
  //JWT Claims  
  {  
   “aud”:

“urn:geant:edugain:component:perfsonarresource:net fl ow.unine
tt.no\/data”,  
   “iss”: “urn:geant:gembus:security:sts:gemsts”,  
   “iat”: 1320404409630,  
   “attr”: {},  
   “exp”: 1320408009714  
  } </Issuer>  
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 where 
  typ     – type of token, normally JWT 
  alg  – algorithm used to sign and verify, in this case, RSA with SHA256 
  aud  – represents the audience restriction 
  iss  – token issuer 
  iat  – issue instant 
  exp  – expiration time 
  attr  – attributes contained in the token. 
 The token can contain more claims such as nbf (not before condition) and cus-

tom claims. The signature represents the base64-encoded header and claims parts 
concatenated by a dot.   

    5.6   Future Research Directions 

 This chapter presents ongoing research on developing the architecture and framework 
for dynamically provisioned security services as part of the provisioned on-demand 
infrastructure services. The presented results provide a good basis for further research 
in a few important directions that should lead to the problem solution including archi-
tecture, information models, required security services, mechanisms and protocols and 
implementation platform. 

 Consistent security services implementation and operation require well-de fi ned 
general infrastructure de fi nition and design, which is considered by the authors as a 
necessary part of the further research on cloud security architecture. Currently exist-
ing cloud architecture frameworks are primarily oriented toward business-oriented 
applications and service delivery from the cloud provider to the user. Internal cloud 
implementation by cloud providers remains behind the “cloud curtain” that also 
imposes limitations on the quality of service control and security of the provisioned 
cloud environment. Virtualisation technologies used in clouds bring services design 
and related security problems to a new level and actually allow decoupling of 
the functional services infrastructure from the physical infrastructure and platform. 
To achieve the same level of security assurance in virtual infrastructures as in physi-
cal infrastructures, many currently adopted security models need to be revisited and 
re-factored to support new requirements originating from the distributed virtua-
lised environment in clouds. 

 The following main topics are identi fi ed as further research topics related to both 
general cloud architecture and cloud security architecture:

   De fi ning new relational models in the provisioning of cloud-based infrastructure • 
services that should re fl ect different ownership, administration and use relations 
between main actors in the current cloud services provisioning process such as 
provider, operator, broker, carrier, customer (enterprise) and user  
  Extending the composable services architecture to re fl ect different virtualisation • 
techniques for compute, storage and network components of the provisioned 
virtualised infrastructure, de fi ning CSA control and management functionality  
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  Extending the GEMBus middleware platform to support full functionality of the • 
cloud PaaS model for SOA-based services, in particular, creation of the dynami-
cally con fi gured infrastructure security services that can be used by user applications 
in the provisioned on-demand services  
  Extending the infrastructure services modelling framework to include security-• 
related attributes within the services composition and management information base  
  Extending dynamic access control infrastructure, currently de fi ned for infra-• 
structure level access control, to integrate it with user access control using 
federated user campus or enterprise identities and accounts  
  Further de fi nition and development of the DACI trust management model and • 
virtual infrastructure bootstrapping protocol     

    5.7   Conclusion 

 The primary focus of this chapter is the security infrastructure for cloud-based 
infrastructure services provisioned on demand that in fact should be a part of the 
overall cloud infrastructure provisioned on demand. The proposed solutions should 
allow moving current enterprise security infrastructure – that currently requires 
large amounts of manual con fi guration and setup – to a fully functional virtualised 
infrastructure service. 

 To provide the background for de fi ning security infrastructure, the authors provide 
an overview and short description of the proposed architectural framework for on-
demand provisioned cloud-based infrastructure services that includes such compo-
nents as the infrastructure services modelling framework (ISMF), the composable 
services architecture (CSA) and the service delivery framework (SDF). 

 This chapter discusses conceptual issues, basic requirements and practical 
suggestions for provisioning dynamically con fi gured security infrastructure ser-
vices. This chapter describes the proposed dynamically provisioned access control 
infrastructure (DACI) architecture and de fi nes the necessary security mechanisms 
to ensure consistent security services operation in the provisioned virtual infrastruc-
ture. Practical implementation of DACI reveals a wide spectrum of problems related 
to the distributed access control, policy, trust management and related security con-
text management. In particular, this chapter discusses the use of the security token 
service for federated inter-domain access control and identity management, as well 
as authorisation tokens for security context exchange during provisioning sessions 
in multi-domain and multi-provider environments. 

 Consistent security services design, deployment and operations require continuous 
security context management during the whole security services lifecycle, which 
must be aligned to the main provisioned services lifecycle. The proposed security 
services lifecycle management (SSLM) model addresses security problems speci fi c 
for on-demand infrastructure service provisioning that can be solved by introducing 
special security mechanisms to allow security services synchronisation and their 
binding to the virtualisation platform and run-time environment. This chapter 
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discusses how these security mechanisms can be implemented by using the TCG 
Architecture and functionality of Trusted Platform Module that are currently avail-
able in almost all computer platforms and supported by most VM management 
platforms. This chapter also describes the proposed security infrastructure bootstrap-
ping protocol that uses TPM functionality and can be integrated with DACI. 

 The proposed DACI and its component functionalities are currently being devel-
oped and implemented within the framework of the two EU projects GEYSERS and 
GEANT3.      
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 Draft SP 800-144 Guidelines on Security and Privacy in Public Cloud Computing. • 
  http://csrc.nist.gov/publications/nistpubs/800-144/SP800-144.pdf     
 DRAFT NIST SP 800-293, US Government Cloud Computing Technology • 
Roadmap, Volume I, Release 1.0.   http://www.nist.gov/itl/cloud/upload/
SP_500_293_volumeI-2.pdf     
 NIST SP500-291 NIST Cloud Computing Standards Roadmap.  •  http://collaborate.
nist.gov/twiki-cloud-computing/pub/CloudComputing/StandardsRoadmap/
NIST_SP_500-291_Jul5A.pdf     
 SP 800-125 Guide to Security for Full Virtualisation Technologies. • 
  •  http://csrc.nist.gov/publications/nistpubs/800-125/SP800-125- fi nal.pdf     

 For background security, read the following literature: 
  These RFCs on the generic AAA Authorisation framework provide a general con-
text for developing authorisation infrastructure for on-demand provisioned ser-
vices and access control infrastructure: 

 RFC2903 Generic AAA Architecture Experimental RFC 2903, Internet • 
Engineering Task Force, August 2000.   ftp://ftp.isi.edu/in-notes/rfc2903.txt     
 RFC 2904 AAA Authorization Framework. Internet Engineering Task Force, • 
August 2000.  ftp://ftp.isi.edu/in-notes/rfc2904.txt     

  Cloud computing technologies with their distributed virtualised computing envi-
ronments motivate revisiting foundational security concepts and models and rethink-
ing existing security models and solutions. The following foundation publications 
on computer security (proposed for the mainframe-based computing model) can be 
recommended: 

 Anderson, J.: Computer Security Technology Planning Study. ESD-TR-73-51, • 
ESD/AFSC, Hanscom AFB, Bedford, MA 01731 (Oct. 1972) [NTIS AD-758 
206].   http://csrc.nist.gov/publications/history/ande72.pdf     
 Bell. DE., La Padula, L.: Secure Computer System: Uni fi ed Exposition and • 
Multics Interpretation. ESD-TR-75-306, ESD/AFSC, Hanscom AFB, Bedford, 
MA 01731 (1975) [DTIC AD-A023588].   http://csrc.nist.gov/publications/history/
bell76.pdf     
 Biba K.J.: Integrity Considerations for Secure Computer Systems. MTR-3153, • 
The Mitre Corporation, Apr 1977 
 Anderson, R., Stajano, F., Lee, J:. Security Policies.  •  http://www.cl.cam.ac.
uk/~rja14/Papers/security-policies.pdf     

http://csrc.nist.gov/publications/nistpubs/800-144/SP800-144.pdf
http://www.nist.gov/itl/cloud/upload/SP_500_293_volumeI-2.pdf
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http://csrc.nist.gov/publications/nistpubs/800-125/SP800-125-final.pdf
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  Abstract   One of the underpinnings of cloud computing security is the trustworthiness 
of individual cloud servers. Due to the ongoing discovery of runtime software 
vulnerabilities like buffer over fl ows, it is critical to be able to guage the trustworthi-
ness of a cloud server as it operates. The purpose of this chapter is to discuss trust-
enhancing technologies in cloud computing, speci fi cally remote attestation of cloud 
servers. We will discuss how remote attestation can provide higher assurance that 
cloud providers can be trusted to properly handle a customer’s computation and/or 
data. Then we will focus on the modeling of the runtime integrity of a cloud server, 
which determines the level of assurance that remote attestation can offer. Speci fi cally, 
we propose  scoped invariants  as a primitive for analyzing the software system 
for its integrity properties. We report our experience with the modeling and 
detection of scoped invariants for the Xen virtual machine manager.  
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    6.1   Introduction 

 According to IDC’s 2008 cloud services user survey  [  1  ]  of IT executives, security is 
the number one concern in adopting cloud computing. Part of the reason is that the 
operating systems supporting the cloud are just the conventional ones used today, 
which means that they can be compromised and be infected with malware. 
Not surprisingly, a prospective cloud user is concerned about delegating his data 
and computation to a cloud server that can be compromised at runtime, even if the 
server starts in a known-good condition and the cloud provider is trusted. 

 In other words, a trusted cloud server is not necessarily trustworthy, due to the 
inherent dif fi culty of eliminating software vulnerabilities and other operational 
errors (e.g., con fi guration mistakes). Therefore, technologies that can enhance the 
trust of cloud servers are highly demanded. 

 One way that can enhance the trust of cloud servers and relieve the concern of a 
potential cloud user is remote attestation  [  2  ] , which enables the cloud user or a trusted 
third party to measure the “healthiness” (or integrity) of a cloud server at runtime, so 
that the compromise (or degraded integrity) can be detected in a timely manner. 

 There has been a long line of research in software integrity  [  2–  13  ]  because malware 
like rootkits  [  9  ]  must modify the victim software in some way, thus violating its 
integrity. In general, the integrity of a system can be approximated by a set of proper-
ties that must be satis fi ed by a “healthy” software system. For example, many root-
kits modify the system call table, so a property evaluated by many integrity monitors 
is whether the system call table has known-good values. It is through such properties 
that an integrity monitor differentiates a “healthy” system from a corrupted one. 

 Identifying integrity properties is critical to the effectiveness of any integrity 
measurement  mechanism , because without a good set of integrity properties, the 
use of such mechanisms can be severely limited. For example, if the integrity prop-
erties only cover the system call table, a new rootkit can manipulate other function 
pointers (such as those found in device driver jump tables) to achieve its goal and 
remain undetected. 

 Therefore, in this chapter, we study the problem of systematically identifying 
integrity properties given the target software, which can then be used as input to an 
integrity measurement mechanism. Speci fi cally, we make the following contributions: 

 We propose  scoped invariants  as an important class of integrity properties. 
Scoped invariants are code or data that has a constant value under some context 
(called their scope). An example scoped invariant is the Interrupt Descriptor Table 
(IDT) entry for page fault, which contains a constant function pointer once the sys-
tem  fi nishes its initialization. Scoped invariants are building blocks of more general 
integrity properties and are amenable to integrity checking. 

 Our second contribution is a dynamic analysis tool that detects scoped invariants. 
Our tool runs the target program in a machine emulator and monitors memory writes 
and events generated by the target program. Memory writes monitoring supports or 
rejects the hypothesis that a variable is an invariant, while event monitoring helps 
decide the scopes in which hypotheses about invariants apply. 
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 Our third contribution is a scoped invariants case study of the Xen virtual machine 
manager  [  14  ] , which is the foundational software of many cloud providers. Our tool 
identi fi es 271 scoped invariants essential to Xen’s runtime integrity. One such 
invariant property, that the addressable memory limit of a guest OS must not 
include Xen’s code and data, is indispensable for Xen’s  guest isolation  mechanism. 
The violation of this property demonstrates that the attacker only needs to modify a 
single byte in the Global Descriptor Table (GDT) to achieve his goal. 

 The rest of the chapter is organized as follows. Section  6.2  gives background infor-
mation about remote attestation and our security assumptions. Section  6.3  discusses 
our modeling of software integrity and proposes scoped invariants as an important 
class of integrity properties. Section  6.4  presents an automated scoped invariants 
detection scheme based on dynamic monitoring and statistical inference. Section  6.5  
discusses our implementation of an automated tool for deriving scoped invariants. 
Section  6.6  evaluates our methodology and tool by studying scoped invariants of Xen. 
Section  6.7  discusses related work, and Sect.  6.8  concludes the chapter.  

    6.2   Background on Remote Attestation 
and Integrity Measurement 

 In this section, we introduce remote attestation as a useful trust enhancement tech-
nology for cloud computing; then we discuss the importance of integrity modeling 
in remote attestation and our security assumptions. 

    6.2.1   Remote Attestation as a Trust Enhancement Technology 

 A customer of a cloud server may want to determine that the cloud server is “healthy” 
(free of viruses, Trojan horses, worms, and so on), so it can be  trusted  to properly handle 
the customer’s data and computation; he may also want to keep track of the cloud 
server’s health status so that he can stop using the cloud server as soon as he suspects 
that the server is compromised, to minimize the damage or the delay for recovery. 
Trusted computing is a technology that can satisfy the needs of such a cloud customer. 

 A major goal in trusted computing is to provide reliable knowledge about a system 
to a user or a service provider. That knowledge is normally obtained by an evaluation 
of the identity and  integrity  of a system, and it serves as evidence that a target system 
will not engage in some class of misbehaviors, thus it can be trusted  [  15  ] . To this end, 
the Trusted Computing Group  [  16  ]  has introduced the concept of  remote attestation . 

 Remote attestation enables a computer system in a networked environment to 
decide whether a target computer has integrity, e.g., whether it has the appropriate 
con fi guration and hardware/software stack, so it can be trusted. The idea of remote 
attestation has been widely accepted. For example, the trusted platform module 
(TPM)  [  17  ]  chip has become a standard component on modern computers. 
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 An  integrity measurement system  (IMS) for remote attestation typically consists 
of three components: the target system, the measurement agent, and the decision 
maker  [  2  ] . The target system is a computer system whose “healthiness” is being 
evaluated (e.g., a cloud server); the measurement agent is a software or hardware 
entity that reads or  measures  the status (e.g., memory content) of the target system; 
and the decision maker is an entity (e.g., a cloud customer) that draws a conclusion 
about the integrity of the target system, given the measurements obtained by the 
measurement agent. Theoretically, a decision maker has some integrity model in 
mind, which determines the amount of measurements (or evidence) to be collected 
from the target system; and it is easy to understand that the integrity guarantee by 
an IMS is only as strong as the comprehensiveness of the integrity model.  

    6.2.2   Security Assumptions About the Integrity 
Measurement System 

 Our  fi rst assumption is that the measurement agent is isolated from and independent 
of the target system; therefore, it has a true view of the internal states (including 
code and data) of the target system. This is a realistic assumption due to the popularity 
of machine emulators such as QEMU  [  18  ] , and it has also been shown that the 
measurement agent can run on dedicated hardware such as a PCI card  [  9  ] . Our sec-
ond assumption is that measurement results are securely stored and transferred to 
the decision maker. This can be supported by hardware such as a trusted platform 
module (TPM)  [  17  ] . The third assumption is that the target system’s states (e.g., code 
and data) may be compromised by a powerful adversary who can make arbitrary 
modi fi cations; therefore, the decision maker can rely on very few assumptions about 
the trustworthiness of the target system. 

 Based on these assumptions, the decision maker is given a true view of the target 
system, and its task is to estimate the “healthiness” of the target system. The healthi-
ness includes functional correctness (e.g., a function that is supposed to reduce the 
priority level of a task is not modi fi ed to actually increase the priority level) and 
nonfunctional correctness (e.g., the priority level can be modi fi ed by a privileged 
user instead of a normal user). In the following subsections, we model the healthi-
ness as integrity properties. 

 Moreover, the healthiness of the target system may change over time because it 
may be under constant attacks. Therefore, the integrity of the target system may 
need to be periodically re-evaluated.   

    6.3   Formal De fi nition of Scoped Invariants 

 In this section, we introduce and formally de fi ne  scoped invariants  as a class of 
integrity property; we also de fi ne  dependencies  among scoped invariants. 
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    6.3.1   Formalizing Integrity Properties 

 In theory, any software system can be modeled as an automaton with states and 
state transitions. For simplicity of presentation, we assume that the system can be in 
one of  n  possible states:     1 2, ,..., ns s s   . Example states are initialization, entering a 
function, returning from a function, system termination, and so on. Each state is 
characterized by a particular combination of values of the system’s internal variables. 
Based on this general formalization, we can model runtime software integrity as a 
set of properties     1 2{ ( ), ( ),..., ( )}mP s P s P s   . A runtime property     ( )iP s   is a function on 
state  s  that evaluates to  true  or  false . If a system state  s  satis fi es all     iP   ’s, we can say 
that  s  is a “healthy” state. Different runtime properties may have different structures, 
but each of them can be generalized to be a Boolean expression with the operators 
∧(and), ∨(or), and ¬(not). More complex properties can be constructed out of primitive 
properties using the operators mentioned above. A primitive property has the form 
    1 2( ( ), ( ),..., ( ))lfunc v s v s v s   which takes variables     1 2( ), ( ),..., ( )lv s v s v s   and returns  true  
or  false  ( v ( s ) is the value of  v  in state  s ).  func  can have arithmetic operations inside 
as well as relationship operations like ==, <, and > .  

    6.3.2   De fi nition of Scoped Invariants 

 Scoped invariants are one special class of primitive property with the form 
    == ∈ 1 2( ) , [ , )v t k t s s   . For example, it stipulates that the value of variable  v  must be 
a speci fi c value  k  when the system enters state     1s   and continue to be this value until 
the system enters another state     2s   (assuming that there is a sequence of state transitions 
from     1s   to     2s   ). We call such a primitive property a  scoped invariant , and (    1s   ,    2s   ) is 
called its  scope . An example scoped invariant is a global variable whose value 
does not change after initialization (e.g., once the system enters the  running  state). 
For example, the Interrupt Descriptor Table (IDT) entry for page fault is such a 
scoped invariant. Scoped invariants can be regarded as a simpli fi ed form of temporal 
logic. 

 Scoped invariants represent an important class of integrity properties. They may 
include critical internal control data of the system (e.g., function addresses) that are 
supposed to remain constant. Examples of such scoped invariants include the 
Interrupt Descriptor Table (IDT), whose importance to system integrity has been 
well understood. Another type of scoped invariant holds security policy data, and 
the violation of such invariants can directly defeat the corresponding security measures. 
For example, by tampering with the list of “bad” IP addresses, the attacker can 
defeat a blacklist-based IDS (Intrusion Detection System). 

 Note that the scopes of different invariants can vary signi fi cantly, depending on 
whether they are global variables, heap variables, or local variables. The scope of a 
global invariant can span as much as the entire execution of the program; the scope 
of a heap invariant must fall within the allocation and the freeing of the heap 
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memory block;  fi nally, the scope of an invariant that is a local variable in a function 
must be a subset of the interval between the entrance and the exit of the function. 

 In this chapter, we focus on estimating the target system’s integrity from the 
measurement of scoped invariants. Other forms of integrity properties are subjects 
of future research.  

    6.3.3   Using Scoped Invariants for Integrity 
Measurement: Practical Issues 

 Scoped invariants  fi t conveniently into the software integrity measurement para-
digm because they are amenable to runtime attestation. Given a scoped invariant 
    == ∈ 1 2( ) , [ , )v t k t s s   , the measurement agent can start to read the value of variable 
 v  once the system enters state     1s   . Then the decision maker can verify if the measurements 
of  v  are “good” until the system enters state     2s   . The veri fi cation of  v  is simple – just 
comparing the runtime measurements of  v  against some known-good value  k . Note 
that  k  may be dif fi cult to obtain if it depends on something external to the target 
program, e.g., con fi guration parameters. Here we assume that  k  has been determined 
somehow, e.g., using the dynamic detection technique discussed in Sect.  6.4 . 

 Although theoretically the de fi nition of the scope of a scoped invariant is simple – 
just identifying the two boundary states – in a real system, it is nontrivial, because 
typically we do not have an  explicit  and  direct  representation of program states. 
Instead, we can only  infer  program states from registers, main memory, or  fi le system. 
For example, if the program is sequential, the program counter (PC) can tell us the 
progress that has been made by the program since it is started. However, if there are 
loops in the program, the PC  alone  may not be suf fi cient because the corresponding 
instruction may be part of a loop body and we do not know the number of iterations 
the program has gone through the loop body. In this case, we may need additional 
information such as the value of a  loop guard  variable to better infer the program 
state. Finally, when the program handles asynchronous events such as hardware 
interrupts, the program execution becomes nondeterministic, and it may be very 
hard to reliably infer the program states. 

 Another related issue is the granularity of the program states, which in fl uence the 
cost of integrity measurement. At one end of the spectrum, the program can have 
very coarse-grained states (e.g.,  initialization ,  running , and  termination ). Here the 
 running  state covers most of the program’s life span. At the other end of the spectrum, 
the program can have very  fi ne-grained states (e.g., one state per instruction execution 
or even multiple states within one instruction). While the most  fi ne-grained states 
enable the integrity measurement agent to have the closest thus the clearest view of 
the target system, it is the most expensive. On the other hand, the coarse-grained 
states may lead the decision maker to miss many important events (including integrity 
violations due to attacks), but it is cheaper for the decision maker to keep track of 
the program states. Therefore, there is a tradeoff between the granularity of program 
states and the effectiveness of integrity monitoring. 
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 The third issue is the tracking of program states by the measurement agent. 
As we mentioned in Sect.  6.2.2 , an attacker may change the target program in 
arbitrary ways, so we cannot rely on the target program to notify the measurement 
agent about its states. Instead, we can only let the agent actively  poll  the state from 
a different domain. Speci fi cally, the agent can run in a more privileged domain from 
which it can intercept the target program’s execution and inspect registers, memory, 
and  fi les of the target program. As will be discussed in Sect.  6.4 , a machine emulator 
is a good choice to run the measurement agent securely. 

 One related issue is performance overhead introduced by integrity measurement. 
As discussed above, a measurement agent needs to intercept the target program’s 
execution, which causes delays in the target program. Obviously, the slowdown 
factor depends on the frequency (how often a measurement is taken) and duration 
(how long each measurement takes) of the measurements, and the duration depends 
on the number of invariants that need to be checked.  

    6.3.4   Composition of Scoped Invariants 

 Scoped invariants are building blocks of more general integrity properties. In this 
section, we discuss how we can evaluate more general integrity properties from the 
result of evaluating individual scoped invariants. The key observation is to look 
at the dependency relationship among integrity properties and build a hierarchy 
(represented in invariant dependency graphs or IDGs, de fi ned shortly). We extend 
the de fi nition of scoped invariant (see Sect.  6.3.2 ) so that the variable  v  can be an 
arbitrary object (e.g., a function, a code segment, or a data structure). 

 In a complex target system such as an operating system, the integrity of different 
functionality modules is often related. This is because a module may invoke func-
tions provided by some external module (the  callouts ), and it may supply  callback  
functions that are supposed to be called by an external module. If an external func-
tion (e.g.,  init_timer  in Fig.  6.1 ) that is called by a module (e.g., the Xen scheduler) 
misbehaves, the control integrity of the calling module (e.g., the Xen scheduler) 
may be in fl uenced. Similarly, if an external module (e.g., softIRQ) misbehaves by 
not invoking the callback function (e.g.,  schedule  in Fig.  6.1 ) supplied by a module 
(e.g., the Xen scheduler calls  open_softirq ), that module may not get control as 
expected.  

 Correspondingly, different scoped invariants can be correlated. Below we for-
mally de fi ne dependency between scoped invariants and a data structure (called 
invariant dependency graph) that can be used to express the structural dependency 
relationship among a set of scoped invariants. 

  De fi nition 1  (dependency between scoped invariants): a scoped invariant     1i   is 
said to depend on another scoped invariant     2i   if one of the following cases is true:

    1.        1i   and     2i   are both codes and there is a callout from     1i   to     2i   , or     1i   has a callback 
function supposed to be invoked by     2i   .  
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    2.        1i   is code and     2i   is data, but whether control can go to     1i   depends on the value 
of     2i   .  

    3.        1i   and     2i   are both data and the evaluation of     1i   depends on the evaluation of     2i   .     

 Case 2 of de fi nition 1 applies to the situation in which     2i   is a function pointer and     1i
  is the function that     2i   points to. 

  De fi nition 2:  An invariant dependency graph (IDG) is a directed acyclic graph 
    =< >,G V E   , where each member of     V   represents a scoped invariant, and if 
    ∈ ∈1 2,i V i V   , and     1i   depends on     2i   , there is an edge     = ∈1 2( , )e i i E   . 

 An IDG thus is a convenient representation of scoped invariants and their rela-
tionship. An example IDG is shown in Fig.  6.1 . 

 An IDG also provides useful guidance in terms of how to evaluate the integrity of 
a target system in a bottom-up way: for example, if an integrity property     i   depends 
on     �1 2, , ,i i   and     mi   , then in order for     i   to be  true ,     �1 2, , ,i i   and     mi   must all be  true . 
Thus, a decision maker should evaluate     �1 2, , ,i i   and     mi   before evaluating     i   .   

    6.4   Automated Detection of Scoped Invariants 

 In this section, we present a scoped invariants detection scheme based on dynamic 
pro fi ling and statistical inference. We will discuss  fi rst the rationale (Sect.  6.4.1 ) and 
then two technical components: memory write monitoring (Sect.  6.4.2 ) and event 
monitoring (Sect.  6.4.3 ). 

DEFINE_PER_CPU (struct schedule_data, schedule_data);
static struct scheduler ops;
……
static void vcpu_periodic_timer_fn(void *d){……}
int sched_init_vcpu(struct vcpu *v, unsigned int processor){
……
init_timer(&v -> periodic_timer,  vcpu_periodic_timer_fn, v, v  -> processor);
……

}
static void schedule(void){……}
void __init scheduler_init(void){
……
open_softirq(SCHEDULE_SOFTIRQ, schedule);
……

}

  Fig. 6.1    Code snippet of the Xen scheduler ($XEN/xen/common/schedule.c)       
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    6.4.1   Overview 

 The inference of scoped invariants can be labor intensive and error-prone if 
performed manually. Therefore, tools are needed to automate this process. 

 By de fi nition, a scoped invariant     == ∈ 1 2( ) , [ , )v t k t s s   has a constant value  k  when 
the system state is between     1s   and     2s   . Accordingly, the scoped invariant detection 
must answer the following questions for each scoped invariant: (1) What are the 
starting and end states that de fi ne the scope? (2) Which variable ( v ) is involved? and 
(3) What is the known-good value ( k )? 

 Note that scoped invariants are defi ned as such with respect to their scopes, i.e., 
the same variable can be an invariant in a narrower scope but not in a broader scope 
if the broader scope includes an operation that changes the value of the variable. 
Therefore, we must  fi rst decide the scope and then decide whether a variable is an 
invariant within that scope. 

 Our invariant detection employs a dynamic pro fi ling approach. Speci fi cally, we 
run the target program in a machine emulator and monitor memory writes and events 
generated by the target program. Memory writes monitoring supports or rejects the 
hypothesis that a variable is an invariant, while event monitoring helps decide the 
scopes in which hypotheses about invariants apply. In the remainder of this section, 
we  fi rst discuss memory write monitoring and then discuss event monitoring.  

    6.4.2   Memory Writes Monitoring 

 By de fi nition, a scoped invariant should not be modi fi ed other than at initialization. 
In other words, a variable that is modi fi ed multiple times is unlikely to be an invari-
ant. Based on this reasoning, we can detect invariants by observing how the target 
software modi fi es its variables: if a variable is modi fi ed multiple times, it is unlikely 
to be an invariant; otherwise, it is an invariant. 

 Using dynamic pro fi ling, we run the target software and collect its modi fi cations 
to variables, which translate to memory writes. There are multiple ways to do this, 
including program instrumentation and emulation. Using emulation, we can run the 
target software in a machine emulator, which can intercept every memory write 
operation (e.g., a MOV instruction). With this capability, we can record the target 
memory address and the value written in each memory write operation. The result 
of dynamic pro fi ling is a sequence of tuples:     �1 2, , , nw w w   , where     = ( , )i i iw addr v   . 

 Given a sequence     �1 2, , , nw w w   , we can compute the frequency     ic   of updates to 
each unique address     iaddr   . Then, we can sort     iaddr   ’s at the ascending order of     ic   ’s, 
and the sorted list of     iaddr   ’s is a list of potential invariants with the most likely 
at the beginning and the most unlikely at the end. Note that the computation here 
captures addresses that are updated at least once; addresses that are not updated in 
the sequence are automatically inserted at the beginning of the sorted list as the 
most likely invariants.  
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    6.4.3   Event Monitoring 

 In addition to memory writes, the machine emulator also intercepts other events that 
help de fi ne the scopes of the invariants. As discussed in Sect.  6.3.3 , program states 
can be de fi ned at various granularities, with different trade-offs between integrity 
measurement precision and cost. We choose to monitor two types of such events: 
function calls and function returns. The reason is that functions can give semantic 
meaning for creating (by initialization) or re-creating (by updating) an invariant. 
In other words, we can say that the scope of an invariant is between when it gets its 
value in some function and when it is assigned a different value in another function. 
Tracking the invocations and returns from functions is thus important for determining 
the scopes of invariants. 

 For example, the global variable  opt_noirqbalance  of Xen controls whether 
IRQ balance should be enabled, and Xen allows this con fi guration parameter to be 
modi fi ed by the hypercall  platform_op . Obviously, this variable is an invariant 
between two consecutive  platform_op  hypercalls that modify it.   

    6.5   Implementation 

 We develop a prototype tool that can automatically derive invariants. As Fig.  6.2  
shows, we  fi rst run the target software on top of QEMU  [  18  ] , a CPU emulator, which 
enables us to log all memory write operations of the target software (by the MMU 
arbitrator). We also log important system events such as entering and exiting a 
function, which represent program states that de fi ne invariant scopes. Then the Log 
Miner performs an of fl ine processing of the log – given the sequence of memory 
write operations between two system events, ranking the memory locations based on 
the number of modi fi cations to them (with the least modi fi ed on the top) and mapping 
the memory locations to global variables (using symbol information).  

 The output of the Log Miner is a list of candidate invariants, ranked from the most 
likely to the least likely. If a variable is indeed an invariant, it will be ranked high in the 

Invariant
list

Log
Miner

OS (e.g., Xen)

MMU
Arbitrator Log

QEMU

  Fig. 6.2    Scoped invariant detection architecture  [  19  ]        
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candidate list – i.e., we will not miss the true invariants. However, some non-invariant 
variables may be ranked high because the condition that leads to their updates is not 
satis fi ed during the limited pro fi ling. This is a typical limitation of dynamic analysis, 
which can be remediated by pro fi ling the target program multiple times, each with 
a different set of input. We can also  fi lter such non-invariant variables using static 
analysis of the source code, which is out of the scope of this chapter.  

    6.6   Evaluation 

 To test the applicability of scoped invariants, this section takes Xen as the target 
system to do several case studies. We  fi rst discuss the motivation of choosing Xen 
as the target system (Sect.  6.6.1 ); next, we discuss a scoped invariant with GDT that 
is critical to Xen’s guest isolation mechanism (Sect.  6.6.2 ). In Sect.  6.6.3 , we 
describe a scoped invariant dependency study of the Xen scheduler. Section  6.6.4  
presents the result of an automated study of Xen’s global invariants. 

    6.6.1   Choice of Xen as the Subject of Study 

 Virtualization is the foundational technology for cloud computing, and Xen  [  14  ]  is 
one representative VMM (virtual machine manager) that allows multiple operating 
systems (called guest OSes or simply guests) to share the same physical machine. 
As the lowest layer in the cloud computing software stack, the runtime integrity of 
Xen is the root of trust for a cloud computing environment. 

 It is generally believed that Xen is more secure than commodity operating systems 
such as Windows and Linux because it is smaller and simpler. However, we cannot 
rule out the possibility of a malicious modi fi cation to Xen at runtime. For example, 
there could be vulnerabilities with Xen that can be exploited  [  20,   21  ] . Even if Xen 
is completely bug-free, there are environmental issues such as DMA and system 
management mode (SMM)  [  22  ]  that can modify Xen at runtime. Therefore, we feel it 
useful to choose Xen as the target system to perform an integrity study. The particular 
Xen version studied in this chapter is a prerelease of Xen 3.0.4.  

    6.6.2   Study of the GDT Scoped Invariant 

 One essential security goal of Xen is guest isolation, e.g., a guest operating system 
should not have access to information about other guests on the same platform nor 
should a guest have access to Xen’s internal state information. 

 This guest isolation goal is achieved by scoped invariants associated with some 
entries of the Global Descriptor Table (GDT)  [  23  ] . Speci fi cally, to avoid unauthorized 
access to its internal state from guests, Xen leverages the standard IA-32 segmentation 
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and protection rings architecture: a guest operating system runs in ring 1 and guest 
processes run in ring 3, and four special  guest segments  are de fi ned for them. For 
example, the data segment for ring 3 has the selector 0xe033 in the GDT. The “limit” of 
these guest segments is intentionally made smaller than 4 GB such that Xen’s code and 
data are excluded (Xen’s code and data reside at the top of every address space). 

 Such a con fi guration is represented in the form of scoped invariants because infor-
mation about these guest segments is stored in memory, in a data structure called 
 gdt_table . Setting of the proper descriptor values for  gdt_table  is performed in the 
initialization phase of Xen, and after that, the “limit”  fi elds of the relevant entries are 
not supposed to change; in other words, they are scoped invariants. 

 It is easy to understand that a runtime modi fi cation to the  gdt_table  entries (e.g., 
setting the “limit”  fi eld to 4 GB) could undo the effect of Xen’s initialization and 
expose the complete 4 GB address space back to the guests. Then suddenly a guest 
can freely read Xen’s data, violating the guest isolation security goal. 

 We have experimentally con fi rmed that modifying the “limit”  fi eld of the  gdt_table  
entries at runtime enables a para-virtualized guest to read Xen’s data and retrieve the 
list of domains on the platform by loading its  DS  register with 0xe033. This means 
that our hypothesis is valid. And it turns out that only one byte needs to be modi fi ed 
(from 0x67 to 0xFF). We should note that Xen virtualizes the GDT for each guest 
domain, which means that each guest domain has its own GDT. However, each guest 
GDT derives its entries for the guest segments from the same  gdt_table . Therefore, a 
modi fi cation to the  gdt_table  applies to all guest domains. 

 The GDT example demonstrates how a particular scoped invariant can in fl uence 
Xen’s high level security goals – i.e., guest isolation. Therefore, this invariant must 
be checked by a decision maker.  

    6.6.3   Integrity Dependency Analysis of the Xen Scheduler 

 In this section, we perform an integrity dependency analysis of the Xen scheduler. 
We will demonstrate the dependencies among scoped invariants. We choose the 
scheduler because it is one of the most important functionalities of Xen, which 
allows multiple operating systems to share the physical CPU. The quality of this 
sharing is determined by the scheduler. Besides, if we can verify the integrity of the 
scheduler, we can trust it to run other security measures such as integrity monitors 
for the guest kernel. 

 The security goal that we choose is  complete mediation . Under the context of 
scheduling, it means that no task should be able to use the CPU without the permission 
from the scheduler. In other words, the scheduler should always be able to control 
when and for how long a particular task can use the CPU. 

 Figure  6.4  shows the invariant dependency graph associated with the Xen scheduler. 
Below we will discuss the reasoning behind this graph. 

 In order to ful fi ll complete mediation, the scheduler needs two necessary condi-
tions: (1) when running, the scheduler correctly implements a scheduling algorithm 
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(e.g., the credit-based scheduling algorithm in Xen) and (2) the scheduler can have 
a chance to run when it needs to. Condition (1) can be satis fi ed by guaranteeing the 
integrity of the scheduler code. Satisfying condition (2) is challenging because from 
time to time the scheduler has to give up CPU so that the normal tasks can make 
progress, but it must be able to regain control of the CPU to do its job. If these two 
necessary conditions are not guaranteed, we say that the security goal of complete 
mediation for the scheduler is not achieved. Therefore, we have derived from the 
security goal two integrity properties: (1) the scheduler code is not compromised or, 
equivalently, the scheduler code is a scoped invariant (#1 in Table  6.1 ) and (2) the 
scheduler is able to get control when it should.  

 In order to achieve integrity property (2), Xen scheduler relies on the timer func-
tionality (Fig.  6.3 ), which guarantees that control will go to a callback function 
supplied by the scheduler after some amount of time into the future. For example, 
when the scheduler decides to let a task run, it starts a timer which will expire after an 
interval equal to that task’s time slice. The callback function ( s_timer_fn ) associated 

Scheduler

Timer

SoftIRQs

Interrupt handling

Segmentation

Paging

Vcpu
Mgr

Dom
Mgr

  Fig. 6.3    Module structure related to the Xen scheduler       

   Table 6.1    Scoped invariants associated with the Xen scheduler   

 1  RC 
scheduler

  [ initialization ,  termination ] = KGC 
scheduler

  
 2  RC 

timer
  [ initialization ,  termination ] = KGC 

timer
  

 3  RC 
do_softirq

  [ initialization ,  termination ] = KGC 
do_softirq

  
 4  RC 

inthandler
  [ initialization ,  termination ] = KGC 

inthandler
  

 5  RD 
idt

  [ initialization ,  termination ] = KGD 
idt

  
 6  RD 

gdt
  [ initialization ,  termination ] = KGD 

gdt
  

 7  RD 
tss

  [ initialization ,  termination ] = KGD 
tss

  
 8  RD 

pgtable
  [ initialization ,  termination ] = KGD 

pgtable
  

 9  RD 
softirq_handlers

  [ initialization , 
 termination ] = KGD 

softirq_handlers
  

   RC  means runtime code,  KGC  means known-good code,  RD  means 
runtime data, and  KGD  means known-good data  
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with this timer forces a decision to be made concerning which task runs next. 
This timer helps to avoid the situation where a task excessively occupies CPU and 
nobody can stop it.  

 Xen scheduler has to trust the timer facility mentioned above to work as expected 
(e.g., the timer should guarantee precision of some degree); otherwise, Xen scheduler 
cannot achieve its goals. Therefore, the timer is a scoped invariant (#2 in Table  6.1 ), 
and the integrity of Xen scheduler is dependent on the integrity of the timer facility. 

 The timer facility in turn relies on the soft IRQ mechanism of Xen (Fig.  6.3 ). 
Different from hard IRQs (hardware interrupts), which can interrupt the currently run-
ning task at almost any point, soft IRQs do not directly interrupt currently running task. 
Instead, they are piggybacked in the hardware interrupt handling procedure, e.g., after 
an interrupt has been served but before the interrupt handler returns. Speci fi cally, 
the interrupt handler procedure calls  do_softirq , which in turn checks the presence 
of soft IRQs and calls their respective handler functions. Therefore, the code of 
 do_softirq  should be a scoped invariant (#3 in Table  6.1 ). 

 For the soft IRQ mechanism to work, several preconditions must hold. One of 
them is that  do_softirq  must be invoked in the interrupt handling procedure. 
This is an issue because  do_softirq  is not invoked by hardware but the interrupt 
handling procedures which are code in the memory. Therefore, the integrity of interrupt 
handling code is a precondition for the integrity of Xen’s soft IRQ mechanism. 
In other words, the interrupt handling code is a scoped invariant (#4 in Table  6.1 ). 

 However, even if the interrupt handling code is intact, they must be called when 
interrupts happen. The hardware provides the Interrupt Descriptor Table (IDT) for 
the software to register interrupt handlers. Each entry of this table has information 
about the address of the function to invoke when the corresponding interrupt happens. 
Therefore, the integrity of the IDT is a precondition for the integrity of interrupt 
handling of Xen and, one step further, the soft IRQ mechanism of Xen. So the relevant 
IDT entries are scoped invariants (#5 in Table  6.1 ). 

 In normal execution mode, an IDT entry refers to code in memory in terms of a 
segment selector and an offset. Each memory segment has a base address and a limit, 
and the information about the segments is stored in the Global Descriptor Table 
(GDT). When an interrupt happens, the handler function’s segment selector and offset 
are fetched from the IDT. Then the segment selector is used to get the base address 
from the GDT, and the offset is added to the base address to form the linear address of 
the interrupt handling function. Therefore, the GDT entry must give the correct base 
address in order for the right interrupt handling function to be located. In other words, 
the relevant GDT entries are scoped invariants (#6 in Table  6.1 ) because they are used 
to evaluate (the linear address of) the interrupt handling code. 

 Furthermore, some interrupts are handled by task gates (e.g., double fault), whose 
details (such as handler function entry and stack pointer) are stored in task state 
segments (TSS). So according to our model, there is a dependency relationship 
from the IDT entry to the relevant TSS, so the TSS becomes a scoped invariant 
(#7 in Table  6.1 ). 

 Finally, there is another layer of indirection due to modern CPU’s paging mecha-
nism. Speci fi cally, an interrupt handling function address derived from IDT, GDT, 
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and perhaps TSS is a linear address, and the paging mechanism of the underlying 
hardware maps this linear address to physical address in physical memory, where 
the handler code resides. But software can control the mapping by supplying page 
tables, and the page tables are again in memory which can be modi fi ed. Therefore, 
the integrity of page tables is essential to the interrupt handling process of Xen and, 
due to all the above description, the integrity of the Xen scheduler. So the relevant 
page table entries are also scoped invariants (#8 in Table  6.1 ). 

 In Fig.  6.4 , the dependency edges from GDT, IDT, and TSS to page tables are 
due to the fact that in the Intel architecture, GDT, IDT, and TSS are known to the 
CPU in terms of linear addresses. In order to evaluate such data structures, the CPU 
needs to go through the paging mechanism controlled by the page tables.  

 As mentioned above, in order for the soft IRQ mechanism to work, several precondi-
tions must hold. We have described one of them: that  do_softirq  be invoked in 
the interrupt handling process. But we need one more precondition. Speci fi cally, 
 do_softirq  consults a function pointer array ( softirq_handlers ) for the 
handler of a particular soft IRQ, so the content of this array must not be compromised. 
In other words, the relevant entries in the  softirq_handlers  array are scoped 
invariants (#9 in Table  6.1 ). For example, Xen scheduler registers a function  schedule  for 
soft IRQ 1, meaning that  schedule  will be called when soft IRQ 1 is raised (see Fig.  6.1 ). 
But if an attacker modi fi es the function pointer for soft IRQ 1, some other function 
instead of  schedule  will be called. Then Xen scheduler is essentially bypassed. 

 Another important soft IRQ is the timer soft IRQ, which implements the timer 
facility. We have mentioned that Xen scheduler relies on it. The timer facility registers 
 timer_softirq_action  as the call back function. 

 We can summarize the integrity analysis of Xen scheduler with the invariant 
dependency graph in Fig.  6.4 .  

GDT

IDT

Interrupt
handler

SoftIRQ function
pointers array

Timer

TSS

Scheduler

code

data
Page
table

  Fig. 6.4    Invariant dependency graph related to the Xen scheduler       
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    6.6.4   A Comprehensive Detection of Xen Scoped Invariants 

 We have performed a comprehensive study of scoped invariants for Xen, using the 
QEMU-based pro fi ler and the Log Miner in Fig.  6.2 . 

 We  fi rst ran Xen in the pro fi ler and used the Log Miner to generate the candidate 
scoped invariants list. Then we did a static analysis to con fi rm the real scoped 
invariants. Our static analysis scans the source code of Xen to locate all statements 
that write to a candidate invariant. We found that most of the candidate invariants 
have only one such statement (for initialization). 

 Our analysis suggests that most of the Xen global variables are scoped invariant 
at runtime. If we only consider the number of variables declared, 75% of them 
(271 out of 362) turn out to be invariants. If we also consider the size of the variables, 
then more than 90% of the memory locations corresponding to these global variables 
are invariant at runtime. 

 Table  6.2  shows some of the identi fi ed invariants. We have classi fi ed them based 
on an informal reasoning about why they should be invariants. Below we give details 
of some of these scoped invariants: 

    • sched_sedf_def  is a data structure that stores the addresses of several functions 
that together implement the simple earliest deadline  fi rst (SEDF) algorithm of Xen. 
These functions are invoked when a virtual CPU is initialized, suspended, resumed, 
and so on. Obviously, they should be scoped invariants because otherwise an attacker 
can modify them to induce Xen’s control  fl ow to a malicious scheduling algorithm. 
Conceptually,  sched_sedf_def  is similar to the IDT. From Table  6.2  we can see 
that there are 27 more such scoped invariants in Xen.  
   • opt_sched  holds the value of a boot-time parameter, which selects one of the built-
in scheduling algorithms to be used by Xen. Since Xen does not support on-the- fl y 
change of its scheduling algorithm, this variable should be a scoped invariant.    

 Table  6.3  gives more information about the invariants  idle_pg_table , 
 idle_pg_table_l2,  and  idt_table  identi fi ed in Table  6.2 . First, since only 
part of such data structures (arrays) are invariants, Table  6.3  gives the range information. 
We have used macros (e.g., DIRECTMAP_VIRT_START) from Xen source code 
because their exact values depend on the harxdware con fi guration (e.g., whether 
Physical Address Extension  [  23  ]  is enabled). Second, the column denoted “initial-
ized by” shows the last function that sets the value of a particular scoped invariant. 
The goal of identifying functions in the “initialized by” column is to specify the 
start of the scope of a scoped invariant because since then the value of the scoped 
invariant is supposed to be constant.    

    6.5   Discussion 

 The degree to which a set of scoped invariants can approximate runtime integrity of 
a software system remains a research question. For example, the invariants that we 
identi fi ed are all necessary conditions, but they may not be suf fi cient. Assuming that 
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a right set of scoped invariants is at hand, we can estimate the runtime integrity of 
the system by verifying them. If all of them are veri fi ed, we have more con fi dence 
about the system’s integrity. But if some of them do not pass the veri fi cation, we 
know that the system has lost its integrity.  

    6.7   Related Work 

 In this section, we give a survey of existing research related to our work, grouped 
into different topic areas. 

    6.7.1   Invariants Detection 

 The Daikon invariant detector  [  24  ]  generates likely invariants using program execu-
tion traces collected during sample runs. Daikon is the closest to our work in theory, 
but the two are different: Daikon instruments the program-source code to emit data 
traces at speci fi c program points, while our tool transparently intercepts program 
execution from a machine emulator.  

   Table 6.2    Sample scoped invariants (global variables) identi fi ed for Xen   

 Type  Total number  Examples 

 Static variables that are 
de fi nitely invariants 

 63  schedulers, large_digits, small_digits 

 Effectively static structures 
(e.g., contains important 
function pointers) 

 28  sched_bvt_def, sched_sedf_def, 
 ioapic_level_type, ioapic_edge_type, 

amd_mtrr_ops, apic_es7000, 
hvm_mmio_handlers, exception_table, 

 hypercall_table 
 Variables that are effectively 

invariant given a particular 
boot con fi guration 

 17  opt_badpage, opt_sched, opt_con-
switch, opt_console, acpi_param, 
debug_stack_lines, 

 lowmem_emergency_pool_pages, dom0_
nrpages 

 Variables that are effectively 
invariant given a hardware 
con fi guration 

 102  new_bios, ioapic_i8259, mp_bus_id_to_
pci_bus, boot_cpu_logical_apicid, 
es7000_plat, dmi_ident, hpet_address, 
vmcs_size, max_cpus, max_page, 
cpu_present_map, 

 vector_irq, irq_vector 
 Variables that are effectively 

invariant given a software 
con fi guration 

 4  softirq_handlers, gdt_table, 
change_point_list, key_table 

 Arrays whose entries are 
mostly invariant 

 7  idle_pg_table, idle_pg_table_
l2, e820, e820_raw, irq_2_pin cpu_
sibling_map, cpu_core_map, idt_
table 
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    6.7.2   Integrity Measurement Mechanisms 

 There has been a long line of research on integrity measurement. Approaches such 
as IMA  [  12  ]  use hashing or digital signatures to measure the software at load time. 
Recently, ReDAS  [  25  ]  and DynIMA  [  5  ]  advance the state of the art by supporting 
software integrity measurement at runtime. Other related work includes  [  2,   6,   9–  11,   13  ] . 
These approaches generally focus on the mechanism for measurement but not the 
integrity properties. 

 Copilot  [  9  ]  is a coprocessor-based integrity checker for the Linux kernel. The 
properties that the Copilot prototype checked were kernel code, module code, and 
jump tables of kernel function pointers. Although Copilot later provided a 
speci fi cation language  [  10  ] , its focus was not on deriving integrity properties. We 
work out the properties from analyzing the target software itself. 

 Livewire  [  6  ]  leverages a VMM (a modi fi ed version of VMware workstation) to 
implement a host-based intrusion detection system. It can inspect and monitor the 
states of a guest OS for detecting intrusions and interposes on certain events, such as 
interrupts and updates to device and memory state. Like Copilot, Livewire does not 
focus on the identi fi cation of integrity properties but only checks known properties. 

 LKIM  [  2  ]  produces detailed records of the states of security relevant structures 
within the Linux kernel using the concept of contextual inspection. However, the 
identi fi cation of security relevant structures relies on domain knowledge. This chapter 
proposes an approach for systematically  fi nding such structures.  

    6.7.3   Specialized Integrity Property Measurement 

 Some specialized integrity properties have been measured, such as control- fl ow 
integrity  [  3  ]  and information- fl ow integrity  [  26  ] .  [  3  ]  checks if the control transfer 
from one function to the next is consistent with a precomputed control- fl ow graph, 
so we can think of it as checking a sequence property of the target software.  [  26  ]  
checks the integrity of a system by reasoning about information  fl ows, but it assumes 
that there is no direct memory modi fi cation attack, e.g., information  fl ows are trig-
gered by well-de fi ned interfaces (function calls or  fi le reads).  

    6.7.4   Rootkits Detection and Recovery 

 As we mentioned, there has been a lot of research on rootkits. A nice survey of 
rootkits and detection software is given in  [  9  ] . From  [  27  ] , you can also  fi nd a list of 
popular rootkits. All the integrity measurement mechanisms (such as  [  6,   9,   11,   13  ] ) 
mentioned above can be used for rootkit detection. Some work such as  [  7  ]  and  [  8  ]  
attempts to detect rootkits and recover the software from known-good copies.  
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    6.7.5   Trusted Computing 

 The Trusted Computing Group  [  16  ]  has proposed several standards for measuring 
the integrity of a software system and storing the result in a TPM (trusted platform 
module)  [  17  ]  whose state cannot be corrupted by a potentially malicious host sys-
tem. Industry vendors such as Intel have embedded TPM in their hardware. Such 
standards and technologies have provided the root of trust for secure booting  [  28  ]  
and enabled remote attestation  [  15  ] . There has been a consistent effort in building a 
small trusted computing base (with hardware support such as TCG and application 
level techniques such as AppCore  [  29  ] ). A small trusted computing base facilitates 
integrity analysis and monitoring.   

    6.8   Conclusion 

 In this chapter, we have discussed remote attestation as a critical and useful trust-
enhancing technology for cloud computing. We studied one important aspect of 
remote attestation that is often ignored, the problem of systematically modeling the 
runtime integrity of a target system, e.g., a cloud server. We proposed scoped invari-
ants as an important class of integrity properties, and we designed and implemented 
automated tools that can derive scoped invariants out of the target software. 

 To evaluate our methodology, we applied our tools to the Xen VMM and identi fi ed 
271 scoped invariants that are critical to Xen’s runtime integrity. We experimentally 
con fi rmed some of these invariants, including one that can be violated to defeat 
Xen’s guest isolation mechanism.       
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  Abstract   In this chapter, we describe where current best practice in information 
security risk controls is likely to be inadequate for use in the cloud. In particular, we 
focus on public cloud ecosystems where cloud users will need to be mobile within 
the marketplace in order to achieve maximum bene fi ts, as we believe these environ-
ments to be particularly challenging to the security control model. Our analysis is 
with reference to those risk controls de fi ned by the ISO27001/27002 standards and 
the NIST Recommended Security Controls for Federal Information Systems and 
Organizations Special Publication 800–53 Revision 3. We highlight here only those 
we consider not to easily scale into such cloud environments, and by implication 
those not referred to, we believe, will transfer with relative ease.  

  Keywords   Access control  •  Cloud computing  •  Encryption  •  Risk control  
•  Security      

    7.1   Introduction 

 Cloud computing is a global hot topic and represents a signi fi cant opportu-
nity to the enterprise to realise the benefits envisaged either for a user or for 
a provider of cloud services and applications. However, users will need to be 
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convinced that cloud environments are a secure space within which to operate and 
that their enterprise functions will not be exposed to unnecessary or unacceptable 
risks as a consequence. Methods for predicting and understanding sources of 
vulnerability within a cloud environment are currently only addressed via isolated 
deep investigations, and consequently we (as a community) lack a broad under-
standing of where vulnerability is likely to occur. There has also been only limited 
consideration of threat motivators and, due to the relative immaturity of the business 
model, only limited (but increasing) evidence of attack. 

 This means that pragmatically the approach to planning information risk man-
agement strategies must be rooted in the current understanding of best-practice 
development prior to the cloud concept. Unsurprisingly, the general approach 
being adopted is one of extending existing controls (developed by such inter-
nationally recognised bodies as ISO and NIST and the Cloud Security Alliance), 
particularly those focused towards use of outsourcing and trusted third parties. 
Anecdotally, many organisations that would be considered part of critical national 
infrastructures, and so potentially exposed to higher levels of risk than most, 
have declared their cloud interests to be limited to private cloud environments, in 
order to avoid concerns relating to data assets being resident in environments 
outside their direct control. 

 Conversely, many within the security community are claiming that, for some 
users, particularly SME organisations and individuals, cloud offers considerably 
better security than they already enjoy. Certainly, it is true that for many (perhaps 
the majority of) SMEs, information and network security risks are not high on the 
agenda, and so the practice is relatively immature or non-existent. The issue to be 
addressed in assessing such claims is really that of risk exposure. For example, at 
the current time, many SMEs will not be the subject of targeted attacks on their 
data assets from external entities, but rather their key concerns are likely to 
surround their exposure to malware and the impact that viral infection might have 
on their day-to-day business. A move into the cloud could conceivably expose 
them to new risks as they become part of a large group of users whose assets on 
aggregate could be of interest to malicious entities. Consequently, a move to the 
cloud might mean that SMEs do need to develop a more mature information secu-
rity capability in order that they can become more intelligent customers of the 
cloud service in this regard. 

 Our research seeks to understand where current best practice in information 
security risk controls is likely to be inadequate for use in the cloud. This has an 
impact on both cloud service providers and users, as the responsibility and ability 
to provide such controls will necessarily be divided between both. In particular, we 
focus on public cloud ecosystems where cloud users will need to be mobile within 
the marketplace in order to achieve maximum bene fi ts. We believe these environ-
ments to be particularly challenging to the security control model. We present 
here an analysis of the adequacy of current risk controls, as de fi ned by the 
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ISO27001/27002 standards  [  1,   2  ]  and in the NIST Recommended Security Controls 
for Federal Information Systems and Organizations Special Publication 800–53 
Revision 3  [  3  ] .  

    7.2   De fi nitions 

 There are many de fi nitions of cloud computing and services. For the purposes of the 
current study, we adopt the US National Institute for Standards and Technology 
de fi nition:

  A model for enabling convenient, on-demand network access to a shared pool of con fi gurable 
computing resources (e.g., networks, servers, storage, applications, and services) that can 
be rapidly provisioned and released with minimal management effort or service provider 
interaction.  [  4  ]    

 The commonality between all cloud de fi nitions is the underlying utility-computing 
concept. The vision for mature adoption of cloud technology is a future service 
ecosystem where users (enterprise or individual) consume resources on demand, 
their investment is closely coupled to their use and they are mobile in the market, 
readily adopting new cloud services and just as easily switching cloud suppliers in 
order to optimise cost and access the services which best meet their changing needs. 
This necessitates a shared resource infrastructure, rapid provisioning of services, an 
upstream supply chain in order to handle peaks in capacity demand and agile and 
responsive providers of enhanced services speci fi c to the cloud. 

 There are currently three different categories of service for cloud computing, 
although it is an evolving domain and so these may change over time: Software-as-
a-Service (SaaS) where applications are hosted and delivered online via a web 
browser offering traditional desktop functionality such as in the case of Google 
Docs, Gmail or MySap; Platform-as-a-Service (PaaS) where the cloud provides the 
software platform that user-provided software runs on, such as the Google Apps 
engine; and Infrastructure-as-a-Service (IaaS) where a set of computing resources, 
such as storage and computing capacity, are hosted in the cloud via virtualisation, 
on which customers deploy their own software stacks to run services, as with 
Amazon EC2, Amazon S3 and SimpleDB. 

 Clouds can be classi fi ed as private or public or as some hybrid combination of 
the two. From a security perspective, private clouds have the advantage of lying 
‘within’ at least the logical enterprise boundary and as such can exploit existing 
security mechanisms, but they do not offer the bene fi ts associated with mobility in 
the marketplace and may extend services across public networks. We concern 
ourselves here primarily with public and hybrid clouds, where potentially valuable 
assets are being placed fully outside the enterprise boundary, since this is where we 
expect particularly hard security challenges to exist.  
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    7.3   Known Vulnerabilities 

 In a recent article  [  5  ] , Grobauer, Walloschek and Stöcker discuss vulnerabilities in 
cloud computing and to what extent they can fairly be said to be vulnerabilities 
speci fi cally due to the cloud rather than general vulnerabilities manifesting in it. 
They identify four main categories of cloud vulnerability proper:

    1.    Those intrinsic to or prevalent in core cloud technologies

   (a)    Web applications and services  
   (b)    Virtualisation  
   (c)    Cryptography      

    2.    Those whose root cause lies in essential characteristics of the cloud (according 
to the NIST de fi nition [see Sect.  7.2 ])

   (a)    On-demand self-service  
   (b)    Ubiquitous network access (over standard protocols)  
   (c)    Resource pooling [so co-tenancy and potential data remanence, discussed in 

later sections]  
   (d)    Rapid elasticity [one of the main aggravators to the next class]  
   (e)    Measured service      

    3.    Those where cloud innovations render established controls dif fi cult or impossible 
[which is the main subject of this chapter]  

    4.    Those prevalent in state-of-the-art offerings [i.e. where the market-leading offerings 
contain  fl aws, even if these are not a problem inherent in the cloud concept] 

 To which we can add:  

    5.    Those where the de-perimeterisation inherent in the cloud model actually expands 
the potential attack surface, in that data is no longer held within an organisation’s 
security perimeter, nor necessarily that of a bounded set of carefully vetted and 
trusted outsourced providers     

 Cloud services are inherently vulnerable to all of the existing classes of web-enabled 
infrastructure attacks, which include attacks against the authentication and authori-
sation functions. Any mistakes made have all of their potential weaknesses and 
negative consequences magni fi ed when designing for a massively distributed infra-
structure, as demonstrated when a  fl aw in Google’s cut-down version of the OASIS 
SAML architecture allowed any rogue service provider to masquerade as their user 
to any other service  [  6  ] . Careless use of cryptography coupled with URI-based 
parameter speci fi cation prevalent in web services can lead to serious  fl aws, as when 
Amazon EC2’s AWS Version 1 signature scheme allowed a wide range of chosen-
plaintext collisions, including adding more or less arbitrary key-value pairs wrongly 
authenticated under the signature of a related query  [  7  ] . 

 Since most clouds are accessed via existing tools such as browsers, attacks 
against browsers, including malicious helper objects or extensions, are more 
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important than before, again simply because of the scale of data they allow access 
to. The management and provisioning interface for cloud services is also typically 
web-based and thus presents a whole new potential attack surface. Human error 
can also have greatly magni fi ed effects in the cloud, as when Google accidentally 
shared rather more of its eponymous Docs than their authors intended  [  8  ] ; one may 
be reassured by the fact that the isolated incident affected ‘less than 0.05% of all 
documents’. 

 Attacks against the transport layer (TLS/SSL) can also be levied against clouds, 
so recent concerns about rogue CAs  [  9  ] , stripping SSL before it is presented to the 
user  [  10  ] , and the SSL renegotiation attack  [  11  ]  may all impact on cloud security. 

 Published attacks range from the social (choice of bad passwords, such as those 
by the Twitter administrators  [  12  ] ) to the deeply technical, such as research done by 
Rutkowska and others on hypervisor weaknesses in memory segregation and con-
trols on the virtual machines that underpin modern clouds  [  13–  16  ] . There has even 
been research on cloud cartography, an attempt to map a cloud and then determine 
where a target server is being hosted, and gaining access to a virtual machine on the 
same physical hardware  [  17  ] . 

 Maintaining strict API access controls to sprawling databases, such as those of 
Facebook, is dif fi cult and can allow information leakage which can then be used to 
launch further attacks. The magnitude of clouds again plays a part with regard to 
sites that must deliver large quantities of content whilst still attempting to provide 
protection and security against intruders. Facebook, for example, assumed that 
people’s photographs were safe when mirrored on their content delivery network 
(CDN) because they were identi fi ed by a ‘random’ number. Unfortunately, the 
CDN’s resilience strategy allowed a brute force of the possibilities in a relatively 
small time by distributing the guesses against all the mirrors. 

 Measured service provides new scope for  fi nancial attacks, analogous to the 
well-established click-through fraud, although we are not aware of any large-scale 
incident yet. Many cloud-storage offerings include download bandwidth in their 
pricing structure; a blogger reports on how unexpected popularity of some uploads 
brought a larger than expected bill  [  18  ] . This is on a trivial domestic scale, but it 
suggests how mischief or worse might be achieved; one could even imagine an 
unscrupulous storage provider arranging with a friendly cloud to download his 
customers’ largest  fi les with distressing frequency. 

 For clouds can indeed be used maliciously. So-called acid clouds can be used to 
harvest virtual-machine content passed to them as part of a provisioning chain or 
to launch attacks in a very distributed manner. For example, operating similarly to 
other PaaS offerings, the Zeus botnet offers Fraud-as-a-Service to clients  [  19  ] , who 
receive a centralised command and control server for managing the vast array of 
compromised machines, much as a cloud would be managed. These clouds can then 
be used for tasks from password cracking to distributed denial-of-service attacks. 
They could simply be used to host malicious content, such that the forensic trail 
would be extremely dif fi cult to follow, or to allow attackers to dynamically reallo-
cate their payloads as and when the authorities shut down one offending host. 
Legitimate clouds, too, can become the source of attacks, either from malicious 
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customers or from compromised virtual machines (researchers from the Center for 
Advanced Security Research Darmstadt estimated – based on a sample of 1,100 
Amazon Machine Images tested – that in June 2011 some 30% of customer-deployed 
VMs were vulnerable  [  20  ] ). There is quite strong anecdotal evidence that Session 
Initiation Protocol (SIP) brute-force attacks increasingly originate from within 
legitimate clouds, and these, if directed inwards, naturally bypass any perimeter 
controls that the cloud may deploy and enjoy excellent bandwidth. Even clouds are 
not immune to DDoS attacks, as the 2009 Bitbucket incident  [  21  ]  illustrates.  

    7.4   Adequacy of Risk Controls 

 Over recent years, a number of practice guides  [  22  ]  and standards  [  1–  3  ]  have 
emerged from workshops and standards committees so as to provide a relatively 
uniform set of suggested security controls for enterprises’ security-management 
function. The security community is engaged in a number of initiatives to address 
security risks associated with the cloud, as for example the Cloud Security Alliance 
 [  23  ] , which has recently launched a certi fi cation programme for professionals wishing 
to demonstrate cloud-security knowledge, and the ENISA Cloud Computing 
Information Assurance Framework  [  24  ] . In general, the community is adopting the 
practical strategy of seeking to extend existing best practice into the cloud. However, 
we believe that this is unlikely to be suf fi cient for all cloud implementations and, in 
particular, for the highly dynamic and  fl exible business models envisaged in a 
mature cloud environment. We outline our rationale below. Using ISO27001/27002 
 [  1,   2  ]  and the NIST Recommended Security Controls for Federal Information 
Systems and Organizations  [  3  ] , we have identi fi ed those areas where there are 
potential issues with the suitability of controls for deployment within the cloud 
environment, and hence these are unlikely to directly address the associated 
vulnerabilities. 

    7.4.1   Physical Controls 

 Physical protection and regulated access are important controls for an organisation 
in restricting access to both software and hardware, thus gaining assurance as to the 
integrity of the machine and the data and software upon it. Within clouds, the inability 
of user organisations to implement this control is of considerable concern, with 
applications and data stored on potentially untrusted and multi-tenanted machines. 
Even if the cloud service provider is prepared to make warranties regarding physical 
controls and air gaps, the user still has to be content with the cloud essentially deliv-
ering the control (as it is their environment). Previous best-practice guidelines for 
outsourcing call for physical audits and for the presence of certi fi cations (e.g. SAS 
70 Type II) to seek assurance that the physical control is adequate. But if a cloud 
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user wishes to be mobile in the cloud marketplace and to bene fi t from the competition 
within the market, the cloud service provision will be likely to rely on multiple 
suppliers drawn from a dynamic environment, where relationships between cloud 
users and providers may be extremely short lived. This situation could be further 
aggravated as the cloud ecosystem matures and suppliers are themselves driven to 
outsource in order to cater for the variability in customer demand. The ability to 
establish relationships and assess adequacy of physical security measures through 
current audit practices is not practical in such a dynamic environment. Indeed, 
audits are in essence single-point events with no continuous monitoring of the 
environment taking place, a process often integrated with the facilities security-
management function. 

 But the securing of physical premises for cloud sites is not very different to 
current practice for any data-hosting centre; the one key inadequacy is the inability 
to verify rapidly and practically the physical controls of multiple cloud service 
providers. 

 This particular control could perhaps be delivered through some kind of proxy 
body which performs third-party audits on behalf of cloud user communities. To be 
effective as a control, however, the cloud user must have the ability to respond 
to unsatisfactory deployment of the control, which would mean either being able to 
force the supplier to change behaviour or to be willing to switch to a supplier who 
does deliver the control appropriately.  

    7.4.2   Application Development and Maintenance 

 Cloud systems offer the potential for development to take place using the APIs and 
SDKs at varying levels of abstraction within the cloud (e.g. IaaS, PaaS). Whilst they 
are currently well-documented and ‘open’ APIs, they are essentially proprietary in 
nature, and often the underlying implementation is closed source, as, for example, 
with Google Apps and Microsoft Azure SDK  [  25  ] . This means that there is essen-
tially no direct way for users to gain con fi dence in the integrity of the code and 
whether it might be vulnerable to attack. Whilst the risks of closed-source execution 
are nothing new, they are conventionally typically mitigated by monitoring controls 
(such as intrusion detection systems) and the ability to test and examine the behav-
iour of the closed-source software (i.e., security test and evaluation). We examine 
later the inability to simply translate current monitoring-control practice into the 
cloud and here focus on the control of software integrity. 

 The proprietary nature of closed-source library functions and the variation in 
service abstraction levels together reduce the ability of applications to be ported 
between cloud implementations. Some standardisation of APIs, however, is being 
pursued by projects, such as the Cloud Interoperability Forum initiative  [  26  ] , which 
seek to provide a metadata description of the APIs as they develop rather than try to 
standardise on a particular vendor’s API. There appears to be very little evidence in 
the literature to date on standardising the security APIs. This means that cloud 
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service providers will be forced to assess each one using bespoke rationales, a 
process which could be costly and error prone, should they decide that software 
integrity is of concern. 

 However, this latter point remains open to debate. There is a signi fi cant chance 
that cloud suppliers will simply transfer the risk to users via terms which effectively 
absolve them of any responsibility for the integrity of software being delivered, 
offering guarantees only in terms of patch implementation regimes and the like. 
Arguably, this is not unlike the situation for users outside of the cloud, with the 
added bene fi t that patching is performed on their behalf. But the cloud environment 
might itself become part of the attack surface, and thus become very attractive to 
attackers, since it offers a potentially much greater reward due to the volume of data 
assets stored there and the larger catchment of users who might be subjected to 
denial-of-service attacks and related revenue-earning attacks. 

 A number of service providers also provide development environments within 
the cloud  [  27,   28  ] , and thus, given the closed nature of the environment, it is not 
clear how the integrity of codebase and intellectual property will be protected. It is 
true that the lack of controls relating to intellectual property is not an entirely new 
issue, given the proliferation of collaborative open-source projects, but it does 
almost certainly exclude the use of the cloud to provide either critical software or 
code with inherently valuable intellectual property (to the authoring organisation) 
since the code immediately sits outside of the physical control of the organisation 
within a multiple-user third-party environment. Indeed, anecdotal evidence within 
the gaming community points to the delivery of online games being considered an 
appropriate use of cloud, whilst it is entirely inappropriate to the development of 
new game concepts. 

 Many of the critical controls for assuring code development, such as change 
control and the separation of test environments, are likely to be straightforward to 
implement within a cloud environment. However, they will be heavily dependent on 
effective account management, access controls and logging (that is protected) to 
counter the threat from external parties. As with the physical controls discussed 
above, this could mean that these controls will not perform well in highly dynamic 
cloud environments.  

    7.4.3   Vulnerability Management 

 Identifying and managing vulnerabilities is a well-understood security control, 
extending across many operational aspects of an organisation, from testing to  fi xing 
and patching systems. In particular, meeting the need for an enterprise to control its 
patch deployment to a service-based system and regression testing with other organ-
isations’ applications is likely to prove complex. One patch or con fi guration change 
in the service or API could disable an organisation’s cloud-deployed code; but hesi-
tation may essentially mean that an application is vulnerable, with a compromised 
function or call available on that organisation, until the service provider decides to 
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 fi x the issue. Whilst not an inherent vulnerability of the cloud per se, it means that 
the ability of an organisation to close a vulnerability gap in its system, once it 
becomes aware of it, is indeterminate, as it is essentially reliant upon the cloud ser-
vice provider to implement it. (Where the solution is a full SaaS shrink-wrapped 
solution, such as Salesforce.com, the responsibility and vulnerability window is 
less likely to occur, but remediation remains at the sole discretion of the service 
provider.) 

 Where a cloud user is operating multiple machines (which itself he may not 
know), there may be added complexity: it may not be the case that all machines are 
patched simultaneously, and so for a period of time, some subset may be protected 
whilst others are not. In terms of situational awareness, this introduces uncertainty, 
and without real-time data on the patching operations, it could introduce signi fi cant 
uncertainty with respect to the current level of exposure to risk. In particular, this 
means that a cloud user may be more exposed for some business processes than 
others. When managing vulnerability within an organisation, it would be possible to 
prioritise patch activity to ensure that the technology supporting key business 
processes, and in particular speci fi c tasks deemed to be most critical at that point in 
time, is dealt with  fi rst. Enabling such prioritisation within a cloud model would 
require the ability for enterprise users to express prioritisation policy in a manner 
which the cloud service could quickly respond to. At this time, we are not aware of 
any functionality that caters for this. (It should be noted that this is not a common 
functionality supported in non-cloud environments, however, but it is particularly 
pertinent for the cloud, as the user here is likely to have a much more uncertain view 
of their current status with respect to patching and vulnerability exposure.) 

 This issue exists for all service levels in the cloud – how, for instance, would a 
provider need to react in the circumstances where it found that all of its ‘gold stan-
dard’ operating system builds used pervasively across the client base have vulnera-
bilities within them? How can a cloud provider manage its vulnerability management 
resource best when the many users of its services are likely to have varying priori-
ties in terms of the criticality of the various functions they receive?  

    7.4.4   Monitoring 

 It is not clear how monitoring within cloud environments is successfully to be 
achieved, as different cloud service levels will have different monitoring require-
ments and provision. Azure  [  25  ]  proposes an environment in which applications 
have a dedicated API for formatting and logging. However, the provision of an API 
is not in itself suf fi cient. There are many services and interfaces which can generate 
logging information. Currently, monitoring is used to generate audit trails for 
compliance as well as to detect unauthorised attempts to access or penetrate systems. 
Whilst the two are not always combined, the general trend has been to do precisely 
that and to aggregate the information. This facilitates the pro fi ling of the informa-
tion or activity  fl ows in order to re fi ne understanding of the events (e.g. to aggregate 
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application events and network level events into security information and event 
management (SIEM) devices)  [  29  ] . 

 In the cloud environment, the same controls could be applied, so applications can 
be coded to generate logging information for their user and sensors could be used to 
monitor for unauthorised traf fi c, but predominately at the host layer. At the network 
level, the visibility of the network traf fi c is very much the domain of the cloud service 
provider; enterprises are constrained to the placement of sensors on their virtual 
machines (if operating at the IaaS level), or alternatively the sensor placement and 
information are simply not available. 

 But even if the cloud service provider is willing to provide such a monitoring 
service, the problem is not trivial, with current practice dictating that the sensors are 
tuned according to their environment to reduce the perennial problem of false posi-
tives. In a dynamic environment, where machines are moved between hosts and the 
applications are tailored, such an approach could become problematic as it will 
require a certain level of dynamism in sensor architecture; host and network layer 
sensors will need to be recon fi gured as machines are mobilised. 

 As cloud users wish to move between cloud service providers, they are likely to 
face different monitoring regimes with differing reporting standards. This could 
make compliance monitoring for the user challenging, as they cannot simply rely on 
a common approach. Without a common monitoring approach, users may not be 
able to directly compare the data that they are provided, making it dif fi cult to under-
stand the relative maturity of their security controls or the relative level of risk 
exposure that they may face when using multiple cloud service providers. 

 The recent trend towards use of anomaly detection also seems to be contraindi-
cated in this scenario since the range of non-anomalous behaviour will vary widely 
between applications and so will require tailored sensors, potentially at the granu-
larity of individual users. This may not prove practical or cost- effective, even if it 
should be technically viable, in contrast to more constrained domains such as the 
 fi nancial services sector. Should the customer be willing to pay the premium, then 
they will undoubtedly expect rapid re-provisioning which in turn will require equally 
speedy learning algorithms in order to establish what normal behaviour is and to 
provide a monitoring service without excessive ‘noise’ arising from false warnings. 
Whilst the challenges of delivering anomaly detection are similar for cloud and for 
non-cloud environments, since false positives and false negatives are of concern for 
both, the cloud does potentially add an extra level of complexity when machines are 
mobile within it since in these circumstances the likely variance of environmental 
factors must be larger, not only because the hardware infrastructure changes with 
time but also because the cohabitants of the hardware will be changing their behav-
iours (in a largely unpredictable fashion). Since the operational environment will 
probably change what constitutes ‘normal’, this will make anomaly detection 
increasingly complex, as the learning algorithms will have to factor in deviations 
due to local operating environment, which in itself may be deviating due to other 
third-party users. 

 Questioning the validity of monitoring is restricted not only to that of network 
(IP-layer) traf fi c but also to what is often termed layer-7 or application traf fi c. Web 
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application  fi rewalls attempt to  fi lter out malicious traf fi c and therefore come with 
a set of prede fi ned signatures but again must be tuned to the applications they protect. 
Whilst these applications are likely to be less dynamic in their construction, their 
tuning and operation are just as problematic as for IDS sensors. The number of sen-
sors can be potentially large, with sensors having to be placed not just within net-
work segments but intra-VM. Normally, many of these IDS/IPS devices are 
con fi gured as hardened security appliances, thus reducing their attack surface to the 
minimum possible and so creating few additional vulnerabilities within the system 
deployment. Whilst these can readily be deployed within the various network 
segments, they must also occupy the virtual machine form as well. Traditional 
enterprise controls use strong ‘certi fi ed’ appliances to also store encryption keys 
and provide encryption termination points prior to inspection by the devices. Soft 
VMs emulating these devices would not be able to rely on that physical separation 
from other applications and tenants. With the monitoring controls essentially embedded 
into the cloud service provider or built into company applications within the cloud, 
it is hard to determine how security monitoring and log generation could be 
protected against malicious cloud providers potentially with full access to the software 
generating the events, clock synchronisation and also any encryption-key material 
used to protect them. 

 For the majority of cloud service providers, availability of the hosted services is 
critical to revenue streams, and thus they are unlikely to not have monitoring controls 
on the performance of key systems and on communications usage  [  30  ] . However, 
two questions remain unanswered:  fi rstly, whether the cloud service provider 
adequately monitors the internal infrastructure for attacks within the cloud and: 
secondly, whether the extent of the monitoring within the cloud environment of the 
customer’s behaviour for malicious activity is targeted at the cloud providers or 
other consumers. Our current assumption is that it is unlikely that current controls 
extend past abnormal performance or bandwidth usage. Indeed, it may transpire that 
in certain jurisdictions the disincentives to carry out what amounts to attack activity 
within and from a cloud are simply not strong enough and that it is not in the inter-
ests of the cloud providers to concern themselves too much with what could validly 
be interpreted as acceptable cloud use. Of course, should monitoring mechanisms 
develop which do make practical the differentiation of malicious and benign cloud 
use, then it will become more dif fi cult for them to claim ignorance as a defence 
against having allowed resources to be utilised in malicious activity. This situation 
is analogous to that currently faced by Internet service providers.  

    7.4.5   Identi fi cation and Authentication 

 The identi fi cation and authentication of users is exceptionally important in ensuring 
that organisations and users are both authorised to access the correct service and 
information but also billable for the services they use from the provider’s perspec-
tive. (Hence, the importance of some cloud services’ authentication mechanisms 
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will depend on the business model adopted, e.g. ad-based or billable based on CPU/
bandwidth/data metrics). For the organisation, the identi fi cation and authentication 
of the service to the users and organisation is as important as the user’s ability to 
access the service. Where previously in-house services were protected by encapsu-
lation within a private domain – authenticity of the services was assumed. The 
inadequacy of this control is nothing new to consumers, and potential solutions do 
exist. However, their users wish to be particularly mobile within the cloud market-
place, they will  fi nd themselves partially limited by the ability to provide the users 
of cloud services with agile authentication of service to user. It is likely that in 
reality periods of overlap will exist in order to ensure that the day-to-day enterprise 
processes do not get compromised due to a user’s inability to access the service. 

 Similarly, the ability of users to authenticate themselves to multiple services to 
use multiple clouds (or for clouds to authenticate themselves across multiple services!) 
is a well-known issue and the derivation of a number of federated ID management 
schemes. For such solutions, trust between schemes is essential to facilitate the 
attesting to identity and sharing these across multiple providers. Due to the inherent 
lack of trust between domains, it is highly likely that certain single providers will 
become ID brokers; however, they are likely to have signi fi cant scalability and 
interoperability concerns if true identify is to be veri fi ed. The ability to port identity 
and authentication schemes and credentials between cloud service providers should 
certainly be an enabler for mobility within the marketplace. Unfortunately, this may 
become a driver for not prioritising interoperability across identity frameworks as 
cloud suppliers seek to hold on to their customers.  

    7.4.6   Access Control 

 Many applications and cloud services can readily be built to include strong access 
controls. However, their adequacy will be affected by three issues within a cloud 
environment. 

 We note that, for performance reasons, a number of cloud service providers (e.g. 
SNS) of fl oad their large data  fi les to content delivery networks (CDNs). Due to their 
generic nature and to replication issues, these have no effective access controls or 
signi fi cant authentication mechanisms to protect the information. Whilst this archi-
tecture is adopted for performance and some cloud services may simply not have 
the facility to protect their data, others may prefer to make provision for this. The 
ability of a cloud user to control how exposed their data may be in this context will 
depend upon whether they are able to negotiate the terms of use of CDNs by their 
suppliers. Unfortunately, such negotiations can only be done on a case-by-case basis 
and so will introduce latency into the processes associated with establishing service 
provision. 

 Whilst access controls can still to some extent be created, set and revoked within 
a cloud application, the platform is essentially in a separate administrative domain. 
In a SaaS or PaaS service model, the provider designs, produces and controls the 
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application or API, whilst in an IaaS model they control the underlying operating 
system or virtual hardware. As such, the provider always controls the lowest levels 
of their provision, and the access control integrity cannot be guaranteed in this envi-
ronment. Further, the cloud user may not be provided with any reporting in terms of 
the access controls relating to cloud service administration, meaning that they 
cannot be aware of any potential sources of integrity issues in this regard. 

 There are a number of different models for access control to resources. In a 
federated environment, it will be very dif fi cult to translate those controls across 
multiple cloud applications without a common understanding and agreement. This 
is not an uncommon problem in the enterprise environment, with multiple access controls 
implemented on differing applications and operating systems. With clouds currently 
typically presenting proprietary offerings, interoperability of access controls across 
applications and environments is something which is not immediately on the 
horizon. This could either be a cause of vulnerability or result in lock-in.  

    7.4.7   Encryption 

 Encryption is a key control in protecting the con fi dentiality and integrity of data 
within and communicated with the cloud. Communications to and from the cloud 
are typically provided by an HTTPS-protocol connection to a web service and so 
bene fi t from Secure Sockets Layer (SSL) protection of the data whilst in transit. 
This protocol has proved a reliable method of providing cryptographically secure 
communication for 10 years, although, as is often the case with encryption, the 
manner of use of the protocol, key management and performance may all under-
mine its effectiveness. The protection of the data whilst processing or whilst stored 
is however of considerable concern  [  23  ] . Current uses of the cloud recommends 
either storage only of non-critical data  [  31  ] , or that it be encrypted prior to storage 
 [  23  ]  and only decrypted when it is back at consumer premises. Essentially, this is 
required as the organisation has no ability to impose strong logical or physical con-
trols within the cloud, as discussed earlier. Whether the data is transmitted or stored 
in encrypted form, processing is necessarily carried out on plain text by the pro-
vider, and encryption provides no real protection against misbehaviour of the pro-
vider nor against an attacker successful in penetrating the service-provider controls. 
This is of course also true for conventional outsourcing solutions, but if cloud 
resources become more commoditised, the data may be in the hands of third, fourth 
or more remote parties, where it is unlikely to be possible to ensure suf fi ciently 
close commercial relationships and the dedication of adequate logical, physical and 
commercial controls  [  32  ] . 

 Ideally, what is required is the ability to process data whilst in an encrypted form. 
Gentry’s fully homomorphic scheme (supporting both multiplication and addition 
of unknown plaintexts) based on an encryption using ideal lattices  [  33  ]  was a 
signi fi cant advance in this context and has inspired a number of further research 
projects. However, whilst promising, the scheme remains impractical for immediate 
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deployment; with the current focus on data processing tasks, this will also need to 
be extended to complicated collaborative tasks such as the word-processing of doc-
uments whilst under strong encryption. 

 Just as the case in non-cloud environments, the key-management aspects are 
critical to ensuring the success of any encryption scheme. Current commercial solu-
tions, such as the use of hardware security modules (HSMs) to stored organisational 
keys, and associated distribution, revocation and recovery mechanisms will not 
necessarily adapt well to a distributed cloud environment currently.  

    7.4.8   Continuity and Incident Management 

 Current cloud services are intended to be highly scalable and resilient in their ser-
vice delivery, with availability of systems being a key driver. Thus as a technical 
control, there are many particular options that can be explored in order to develop 
the continuity of information systems, either under electronic attack or due to disaster 
scenarios. However, the adequacy of this control has to be examined in the context 
of its remote provision by one or more cloud service providers; to achieve continuity 
when depending upon a cloud, supply chain will require both technical solutions to 
maintain state across multiple servers and various contractual  fl ow-downs to ensure 
that the supply chain provides adequate performance guarantees. 

    7.4.8.1   Accountability 

 Current cloud service contracts have a distinctly ‘take it or leave it’ approach to the 
service on offer. This approach is understandable given that economic, and possible 
regulatory, considerations involved with generating special terms and conditions for 
every customer make this simply neither feasible nor scalable. At the time of writ-
ing, very limited choice is offered in terms of security-related service guarantees or 
reporting as standard. 

 This creates two problems. Firstly, it creates an operational barrier, with any 
service-performance guarantees limited purely to those deemed important by the 
provider. The organisation’s ability to decide and take actions is consequently 
limited, making them reliant on the service provider, whose interests may diverge 
(e.g. repeated attacks against a single organisation may result in the termination of 
service to that organisation in order to protect the provider’s other customers). The 
normal consultative framework for decision making simply does not exist, as it can 
do in outsourcing. Thus, creating a meaningful incident response and continuity 
process is likely to prove dif fi cult unless cloud users lock themselves into a (single 
or possibly limited multiple) trusted cloud supplier, so adopting current best prac-
tice in outsourcing. Of course, this will mean giving up mobility within the market 
and will have the usual cost rami fi cations of single-source provision. It may be that 
this particular control needs close attention and ultimately involves a trade-off 
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between mobility and exposure to risk. Secondly, as we identi fi ed in the earlier 
sections, establishing accountability is not necessarily trivial. The integrity and 
availability of reliable identi fi ers for processes, applications and users are not guar-
anteed nor is the access to audit trails.  

    7.4.8.2   Liability 

 As many organisations seek to use commercial contractual means as a standard 
control, to de fi ne ownership, responsibilities and liability within third parties, the 
current cloud environments are likely to be responsive (given the size of the business 
opportunity). However, with tighter integration with other service providers, the 
nesting and depth of these arrangements are likely to exacerbate the problems. A number 
of providers  [  34–  36  ]  have been researching and experimenting with mechanisms 
for embedding support for contractual terms (service level agreements) into the 
infrastructure itself and thereby potentially enabling automatic negotiations. 
However, this work is far from complete in establishing which parameters can 
acceptably be negotiated within the legal framework on behalf of either a user or 
another service provider. Moreover, orchestrating and developing an agreement 
across multiple layers of technology and suppliers (except in the case of the simplest 
of provisioning examples) will require an agreed framework supporting planning, 
negotiation and orchestration  [  37  ] .  

    7.4.8.3   Forensic Investigation 

 The ability to conduct an investigation in order to determine liability and regulatory 
compliance or to improve service provision is hampered by a number of the previ-
ously mentioned issues, particularly the potential lack of access (and guarantee of 
integrity) to systems and data. Geographic boundaries create cross-jurisdictional 
issues, which can make discovery and recovery of data dif fi cult, even with the same 
provider, let alone if the service provision is hosted amongst multiple cloud suppli-
ers. Should future cloud users be able to negotiate a service which is con fi gured to 
quickly provide the evidence required in support of investigations (often referred to 
as forensic readiness), the effectiveness of such an approach will depend critically 
upon the function being pervasive within the cloud supplier environment including 
up the supply chain.   

    7.4.9   Compliance 

 Compliance of a business with the appropriate regulatory and legal constraints is 
key to ensuring that the business minimises its exposure to legal challenge and gives 
its customers con fi dence that their business transactions and data are handled 
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appropriately. Both 27001 and NIST SP800–53 require appropriate controls to be 
implemented so as to meet regulatory constraints. However, such controls are 
dependent upon a number of factors: the business function being carried out in the 
cloud (regulatory domain), the customer-supplier relationship (business-to-business, 
business-to-consumer, government-to-citizen, etc.), and the applicable jurisdiction 
and laws. Compliance with data protection and privacy laws and norms is consid-
ered amongst the most challenging issues. Key concepts, such as when cloud 
providers are considered to be data controllers versus data processors  [  38  ] , often 
require clari fi cation. Studies conducted within the EU, such as  [  38  ] , have outlined 
both best-practice advice and issues to be resolved if this aspect of risk controls is 
to be scaled. For the immediate future, most businesses will rely on clarifying legal 
and regulatory conditions (and accountability) through terms and conditions of 
service. The time and resource that it can take to establish such terms will inevita-
bly limit their mobility within the cloud marketplace as well as limit the choice 
of suppliers.  

    7.4.10   People (Security Team) 

 The composition of any security team is organisation- and business-speci fi c. 
However, just as there are particular skill sets and roles in developing, architecting 
and deploying systems, there is also an in-service or maintenance team for the IT 
and security infrastructure. With the majority of the infrastructure being run by the 
cloud service provider, it is the provider who is most likely to deploy multiple secu-
rity controls such as  fi rewalls and IDS/IPS sensors to protect their customers; the 
consequence of which is that the technical skills to monitor, interpret and react to 
IDS/IPS alerts, to interpret and patch infrastructure vulnerabilities and to perform 
 fi rewall administration must necessarily reside at least with the cloud provider, who 
understands and hosts the infrastructure. (It is less clear whether this would be the 
case for the monitoring of the customers’ applications, given that this will usually 
require an in-depth understanding of the customers’ business, and this is likely to 
become unsustainable given the variety and number of potential business applica-
tions without signi fi cant automation currently beyond the state-of-the-art). The 
consequence of this is that the investigative function, again where it focuses on the 
impact on the infrastructure, is likely to be provided by the cloud service provider, 
unless the cloud user maintains the capability and is provided with the relevant data 
in a timely manner. 

 Given their access to sensitive systems and information, the core security team 
for most organisations are vetted, recruited and managed carefully. The scale and 
access required for the technical alerting and response functions within the cloud 
environment will mean that this is outside of the organisation’s in fl uence. Thus, for 
most resource-sensitive enterprise users, the security team’s skill set is likely to be 
focused on due diligence, on the appropriateness of controls and on relationship 
management and less about the IDS and platform vulnerabilities. Technical skills 
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will need to be focused on the organisational private stack and its interface with the 
cloud services and on protection within the cloud to endpoint domain.  

    7.4.11   People (Business Function) 

 Training and general awareness material is used to educate users within an organisa-
tion as to the risks of using various enterprise services. The effectiveness of this 
control has never been established and depends greatly upon the organisational 
business and culture; however, it is a well-established control. For a cloud environ-
ment, the potential attack surface against the user has been increased, with many 
previously internal controls preventing users releasing data or interacting with third-
party services now in the control of the cloud service provider. And yet, particular 
dangers are just as likely to arise in the same areas as today, for instance, around 
collaboration (where third parties access/populate data and applications) and pri-
vacy of personal data. Usage of the cloud may make risk less tangible, as pushing 
data outside the enterprise boundary becomes more commonplace, and this could 
encourage apathy since the cloud user appears to have nothing within his control. 
Such trends could ultimately result in increased vulnerability, but it will be many 
years before enough data is available to assess these issues properly (even assuming 
that such data should be made accessible). 

 As usage of the cloud becomes strategic and commonplace within enterprise 
environments, organisations may  fi nd it necessary to develop cloud-usage policies 
in support of security (where such policies might vary across role, business unit, 
data and application type, etc.). This may be a complex security environment for 
staff and will likely result in accidental violations of policy. Organisations will need 
to decide whether to prioritise security and operate a restrictive strategy or to 
prioritise business need and be more permissive (allowing staff to override usage 
policy if necessary to get the job done).  

    7.4.12   Security Testing 

 Security testing is used to verify that any application or system has minimal actual 
weaknesses and vulnerabilities (appropriate with the business risk appetite). Hence, 
it is a core control used as part of any information security management system. 
Ownership of the ‘cloud service’ (at the varying levels) creates problems in conducting 
security tests since these should be aimed at assessing the whole security of the 
solution and not just verifying that security claims or a particular application is correct. 
Testing designed to imitate malicious attackers can appear aggressive to service 
owners, resulting in their seeking assurances that no other services will be disrupted 
as a result of the testing, and they may restrict it to the application alone. This has 
always been a recurring problem with security testing and is not one that can be 
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easily mitigated. Even if the provider wishes to enable testing and not to constrain 
the scope too speci fi cally, for most service providers the potential volume of tests, 
given the number of independent clients requiring assurance, could prove prohibi-
tive for a cloud service. Such restrictive measures around actual security testing 
may require the use of static code analysis for  fl aws to take on an increased impor-
tance. It has been noted that just as the use of virtualisation enables monitoring of 
code execution and therefore potentially reduces the protection afforded to organi-
sations and users running code in the cloud, so it also enables dynamic behaviour of 
the code to be monitored. The challenge remains in establishing the model of the 
allowable desired behaviour of the application against which it can be compared 
and checked. Any such protection mechanisms will need to ensure that standard 
maintenance practices, such as patching (which in itself might become a source of 
vulnerability), can be allowed for.  

    7.4.13   Accredited Components 

 The use of products or appliances evaluated against Common Criteria, CTAS and 
CCTM  [  39  ]  does not appear appropriate for cloud-based services, except insofar as 
they focus on the core technology-level components such as the hypervisor (for selected 
virtual-machine builds). The con fi guration and provisioning of services above that 
layer (i.e. IaaS, PaaS and SaaS) are likely to be so dynamic that their deployment in the 
evaluated con fi gurations is unlikely and unveri fi able in a cost-effective manner, espe-
cially where services are transient. Indeed, as the assurance sought from a device 
increases, so the evidence and detail required increases, something many cloud provid-
ers would  fi nd dif fi cult to service with individual requests, except for the most default 
of con fi gurations. Thus, the use of accredited components would seem a particularly 
moot control in clouds since they would have to exist within an environment for which 
no guarantees can be made about the precise network and application con fi guration.  

    7.4.14   Data Remanence 

 Residual data or applications that remain after they are no longer required pose a 
risk to an organisation. Normally, data is removed and a secure disposal method 
employed to remove all electronic traces from the physical equipment before they 
are scrapped or obsoleted. The cloud business model is one where hardware is of 
necessity, reused and re-provisioned, making these normal methods for mitigating 
data remanence risks unusable. Questions remain as to whether it is possible to 
access previous customers’ data based upon the cloud service offered. At the IaaS 
level, the basic construct of most hypervisors is to offer memory that has no trace of 
previous disc remnants. However, the methods used by distributed  fi le systems in 
order to store potentially large data sets ef fi ciently require fast access to many areas 
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of the  fi le systems directly. Thus, programmatic access to these without any constraints, 
for example, reading beyond what has been reallocated to the current customer, may 
enable that data to be accessed even if it has originally been freed.  

    7.4.15   Asset Management 

 The replacement of servers or storage devices that become faulty or are at the end 
of their service life is no different to the current practice for the disposal of servers. 
More interestingly is the question of how uniquely con fi gured virtual machines and 
data stores should be accounted for within the asset management system of any 
organisation, as in this instance we are dealing with virtual assets that can be quickly 
replicated and replaced or tampered with as they are provisioned or de-provisioned. 
Traditionally, asset management has focused on the tracking of physical equipment 
and its characteristics. Such processes will need to be updated in order to facilitate 
tracking of virtual assets’ location and state.   

    7.5   Conclusions 

 This chapter is a complete analysis with respect to ISO27001/27002 and the NIST 
recommendations  [  1–  3  ] . It is clear that there are many areas of control that need to be 
evolved or even innovated in order to provide appropriate protection for hybrid and 
public cloud usage. Certainly, it is not currently possible for a public cloud user to fully 
achieve compliance with standards such as ISO27001 whilst remaining mobile in the 
marketplace; the technology to implement some of the controls is simply not available, 
whilst for others the access and resources required would necessitate long-term rela-
tionships severely limiting the ability of the user to be agile in his supplier selection. 

 Issues surrounding jurisdiction cannot be ignored, and it may be that clouds 
‘hover’ over single nations, or those which have some joint policing agreements, in 
order to avoid legal issues surrounding export of personal data and to support digital-
forensics investigations. 

 It is likely that for the immediate future, any organisation considering its assets 
to be particularly valuable or sensitive will not use public clouds and instead will 
focus on private (or virtual private) clouds. In this way, they hope to maintain their 
ability to deploy current risk controls, trading mobility in the marketplace for secu-
rity. Certainly, this will limit their ability fully to exploit the paradigm and, for 
many, will actually mean just the adoption of service-orientated architectures, as 
opposed to fully embracing the cloud business model.      
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  Abstract   Managing information risk is a complex task that must continually adapt 
to business and technology changes. We argue that cloud computing presents a more 
signi fi cant step change and so implies a bigger change for the enterprise risk and 
security management lifecycle. Speci fi cally, the economies of scale that large 
providers can achieve are creating an ecosystem of service providers in which the 
marketplace (rather than consuming enterprises) determines security standards and 
properties. Moreover, the ability to consume high-level services from different envi-
ronments is changing the nature of one-size- fi ts-all security policies. At HP Labs, 
we are doing research on developing trusted infrastructure that will exploit and 
improve security management in the emerging cloud architectures. We are develop-
ing and using economic and mathematical modelling techniques to help cloud 
stakeholders make better risk decisions, and we are pulling these strands together to 
establish principles and mechanisms that will improve and enable federated assur-
ance for the cloud.  

  Keywords   Assurance  •  Cloud computing  •  Modelling  •  Risk management  •  Trusted 
infrastructure      

    8.1   Introduction 

 Managing IT risks remains a signi fi cant challenge for most companies, yet most 
companies are ever more reliant on IT. A typical company will have a vast number 
of activities, policies, and processes that help manage and mitigate digital risks. 
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Ideally, these would be viewed as part of a coherent strategy wrapped around a 
security or risk management lifecycle. The complexity of the IT stack from network 
through to application and users means, however, that tasks tend to be carried out in 
isolation. The typical risk management lifecycle involves risk assessment, setting 
policies to mitigate these risks, implementing controls and running systems in 
accordance with these controls, and monitoring and audit to ensure risks are miti-
gated. The monitoring of risks can provide better information to understand the 
emerging risk situation. Moreover, having an integrated view of risk across the life-
cycle and technology stack should improve risk management so that risk assessment 
can adequately assess technical controls and human behaviour, and the technical 
controls can be designed to be responsive to the changing risk landscape. 

 Cloud computing is not just another technology evolution to which this lifecycle 
must react. Rather, it brings a fundamental shift in how IT services are procured and 
provided. In this chapter, we argue that the use of cloud moves a company from a 
position in which it is largely in control of how it manages IT risks to one in which 
it is reliant on others as stewards of its information, charged not only with caring for 
its basic security information security—con fi dentiality, integrity, and availability 
(CIA)—issues but also with respect to its objectives and ethics. We believe that 
cloud computing will become far more than a scalable computing platform and 
that an ecosystem of business-level cloud services will emerge  [  9,   45,   46  ] . As this 
ecosystem grows, it will enable companies to adapt their business models based on 
innovation in the business services ecosystem. This will only be possible if compa-
nies are assured that cloud service providers will act as good stewards of their data 
and regulators ensure that the overall ecosystem is sustainable and resilient to shocks 
 [  9,   45,   46  ] . 

 Many companies have outsourced parts of their IT operations and even their IT 
and risk governance functions. This has the effect of breaking up the lifecycle, with 
each service provider taking responsibility for different aspects. Contractually, 
however, the company remains in control. Cloud is different. Each cloud service 
provider must scale its operations to run services for many companies. Indeed, this 
is how we expect cost bene fi ts to be gained and has the implication that cloud 
services will be standardized, with terms and conditions de fi ned by the service pro-
vider rather than negotiated between a company and an outsourcing service provider. 
From the perspective of engagement with a services ecosystem, there is a change in 
the procurement model. No longer do we see an IT stack that operates under a set of 
security policies; instead, we procure business IT services with appropriate terms 
and conditions. This enables smaller service providers to participate, running their 
services based on cloud platforms provided by the large IT service providers. This 
already creates a service supply chain which can become more complex as services 
are bundled. For example, a complete  fi nancial operations service could be offered 
by combining the offerings of smaller service providers running accounts payable, 
accounts receivable, and general ledger services. Complex supply chains compli-
cate the stewardship concerns  [  9,   45,   46  ] . 

 In this chapter, we consider how enterprises currently manage their IT risks and 
how this will need to change as cloud computing emerges and is adopted. Cloud 
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adds complexity to the information risk lifecycle. Companies no longer control all 
the security activities, or even have visibility of them, and when a company uses an 
array of cloud services, each will have its own sets of policies and procedures and 
be based on different underlying technologies. We must therefore develop richer 
ways of assessing and managing information risk. We see three signi fi cant areas that 
must be addressed:

    1.     Understanding risk:  Moving to cloud will remove control and  fl exibility from 
the users of services, meaning better risk planning must be achieved prior to 
contract negotiation and service initiation. From an enterprise perspective, we 
have been using ideas from economics, mathematical modelling, and simulation 
techniques to gain a better understanding of risk  [  47  ] . We provide a case study 
that uses these techniques showing how they help security decision-making and 
discuss the approach  [  13  ] . As the cloud develops, businesses will rely on a 
complex set of interrelated services, and as such, when managing risk, we need 
to understand the resilience of the overall ecosystem  [  22  ] . We will discuss how 
we are extending our current modelling approach to help these new kinds of risk 
analysis and decision  [  9,   55  ] .  

    2.     Need for monitoring and assurance:  Security may well be improved in the cloud, 
particularly for companies who lack a mature security management methodology, 
provided companies understand that their risks are being adequately managed. 
As IT functions are spread across the cloud, companies will need not only event 
monitoring systems that cross the cloud boundaries but also assurance systems 
that demonstrate that each service provider is maintaining their required security 
policies and that the combination adequately manages risk. Here we may see a 
movement to automated audit and the sharing of audit information  [  4,   5,   7  ]  
rather than the expensive manual audit process.  

    3.     Better Infrastructure:  It is hard to get an accurate picture of what is happening 
through monitoring and assurance. An alternative approach is to have an infra-
structure layer that enforces policies and provides attestation. Here we look at 
how developments in trusted infrastructure (TI) will change the rules for risk 
within the cloud. We will draw from previous work on TI (see  [  43  ] ), where 
virtualization and TCG  [  44,   52  ]  are combined to provide mechanisms to attest to 
system properties, draw boundaries around services, and allow policies to control 
data  fl ow. We have recently started a ‘Trust Domains’ project 1  to build on 
these ideas, further exploring the required technologies and linking it to the 
previously mentioned modelling and simulation. These technologies could be 
used to create trust domains, with predictable expected behaviour, that span 
multiple service providers and so help re-establish a company’s control of its risk 
lifecycle.     

   1   ‘Trust Domains’ is a collaborative project funded by the UK’s Technology Strategy Board and 
EPSRC. It is led by HP Labs and includes the Universities of Aberdeen, Birmingham, and Oxford, 
and Perpetuity Group.  
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 Section  8.2  starts with a general overview of typical enterprise architecture and 
operations and uses this to frame and discuss the risk and security lifecycle. We then 
focus on risk analysis and decision-making, covering standards and state of the art 
and leading on to case studies we have done using techniques from economic and 
mathematical modelling. The main contribution of the chapter is in Sect.  8.3 . We 
start with a discussion of how cloud changes the kinds of risk analyses and decisions 
that must be made. Section  8.3.2  provides a signi fi cant description of information 
stewardship and why we think it is an important expansion of information security. 
In Sect.  8.3.3  we provide an example where we have used a real options switching 
model to help enterprises frame the problem they have when they consider using 
cloud services. Much of the value of this model is that it frames the uncertainty that 
business and IT managers must handle—which we relate back to stewardship. In 
Sect.  8.3.4 , we review our early work, looking at how to model the ecosystem and 
how this will facilitate decision-making for all cloud stakeholders. Section  8.3.5  
considers architecture and shows the impact that trusted infrastructure will have on 
security and risk analyses. The new layers of relationship and technology will mean 
providing assurance will be both harder and more important. Section  8.3.6  relates 
both the stewardship and architecture research to challenges and solutions for assur-
ance. Finally, 8.3.7 ties all these points back to the risk lifecycle we see for cloud 
computing. Section  8.4  describes our future directions, which largely tie in with our 
ongoing collaborations in the Cloud Stewardship Economics and Trust Domains 
projects, both funded by the UK Technology Strategy Board.  

    8.2   Background 

 Within this chapter we argue that cloud will fundamentally change the way in which 
enterprises consume IT, radically changing aspects of their current security lifecycle 
and security decision-making. We start by looking at current enterprise IT architec-
ture and how this will change as business services emerge in the cloud. We then 
review the current best practice for enterprise security management along with 
research aimed at improving the security decision-making. 

    8.2.1   Enterprise Architecture and Cloud 

 Before looking at risks and the way the security management lifecycle must change, 
it is useful to consider the current enterprise IT stack and the transformations of it 
that may happen with cloud. Most large companies will have built up a complex 
mixture of legacy data centres, infrastructure, and applications. Many will have 
gone through centralization and consolidation efforts, which will have produced 
rationalized and documented enterprise architectures  [  3,   49  ] . Even if not, the IT 
layers and management controls described here are fairly typical and indicative of 
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the architecture. Our point is that, more so than previous technology and service 
trends, cloud computing is radically changing this architecture. 

 A typical company will have a set of IT services supporting their business pro-
cesses such as  fi nance, supply chain, and order management processes. These may 
be standard applications although they will often have undergone considerable 
customization to  fi t with the company’s business processes. That is, new applications 
will be rolled out to support new or changing business processes, the number of 
interfaces between applications will grow, and different applications and compo-
nents will often be administered by different IT teams. 

 Many of these enterprise applications sit on middleware platforms that pro-
vide a variety of services such as identity management, messaging, and data-
bases. These services are often critical to the security of the enterprise and can be 
dif fi cult to manage effectively. For example, frameworks such as COBIT  [  36  ]  
commonly identi fi ed access management as a risk, but since most enterprises 
have a complex mix of centralized provisioning and single sign-on, with distrib-
uted application and component access control lists, it is often dif fi cult to provide 
suf fi cient assurance  [  4  ] . 

 Below the middleware sit the datacentres that provide compute power and storage. 
The datacentre administrators will often run the back-end operating systems, manage 
the physical hardware and its security, as well as run some pieces of middleware, 
such as databases. A large company will have a number of geographically dispersed 
datacentres to enhance resilience. Companies will typically have a separate IT team 
running each of the network and the client systems (laptops) and another managing 
their operating systems. 

 There are standards that help companies manage their IT stack. ITIL  [  41  ]  sets out 
a number of strategic planning and operational processes that should be followed to 
ensure the smooth running of an enterprise IT system. The security team will set 
policies across all these IT layers to ensure that risks are mitigated. They will often 
work with standards such as COBIT and ISO27000  [  35  ]  to help them design a 
comprehensive security management system. In addition to considering all these 
layers and teams, the setting of a security policy is a negotiation between the business, 
the operational staff, and the security team. Many enterprises have risk committees 
to review decisions and provide a way to informally discuss trade-offs between the 
different needs of a business. 

 We can see the structure of cloud computing emerging in a similar way; see 
Fig.  8.1 . Looking at the NIST de fi nitions  [  42  ] , we have infrastructure-as-a-service 
(IaaS) providing the basic datacentre capabilities, that is, the compute power and 
storage. As we move up the stack, we have platform-as-a-service (PaaS), that is, 
where the service provider runs middleware on top of the infrastructure. Then we 
have the software-as-a-service (SaaS) layer providing the applications to run the 
business processes. Some would argue that we should talk of process-as-a-service 
which allows a number of applications to be combined to support a business process 
or even of humans-as-a-service where services are augmented with people’s skills.  

 Traditionally, many companies have struggled with running their own IT systems—
or do not see it as their core competence—and this has led many to follow IT out-
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sourcing strategies. That is, they hire a company to take on their IT systems and 
deliver them as a service. Typically, this will involve a big deal and bespoke contracts 
will be drawn up, setting out terms and conditions that meet the customer’s needs  [  21  ] . 
When needs change, these terms and conditions can be changed, albeit at a cost. 

 Cloud provides a very different model of control. Cloud providers aim to provide 
scalable services at low cost—much lower than through outsourcing—and this can 
only be achieved by offering the same application and terms and conditions to many 
customers. Thus a cloud service provider may offer a small menu of choices rather 
than designing and running bespoke services. The result is a customer can no longer 
control the terms and conditions, including security policies, used in running a service. 
Control over this has switched from the customer to the service provider, and 
customers must rely on service providers to be good stewards of their data. 

 Companies seeking to move their IT operations to the cloud could consider just 
moving their applications onto an infrastructure- or platform-as-a-service provider’s 
systems. This would relieve them of the need to buy hardware and help them scale 
their compute and storage needs. One of the current models for enterprises using the 
cloud is to of fl oad compute-intensive tasks. In these cases, security (i.e. con fi dentiality 
and integrity) and availability (cf. sensitivity and criticality) are not normally criti-
cal. An alternative usage model is where a company will seek to get some of its 
enterprise applications from the cloud, for example, looking to salesforce.com to 
provide a customer relationship management system. 

 Rather than going to the basic platform providers, a company could directly 
procure its business services. This would relieve companies of many of their IT 
functions although they would still need to perform network and client management. 
As this happens, the ability to provide robust messaging and identity services across 
a range of different business-level services becomes critical. 

Business Processes

Service Service Service

Data Centre

Middleware

Humans as a Service

Companies

Process as a Service

Software as a Service

Platform as a Service

Infrastructure as a Service

Cloud Services

Cloud
Platforms

  Fig. 8.1    The structural components of enterprise IT and cloud computing       
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 Considering how cloud systems have been emerging, and in the interests of con-
ceptual clarity, we have chosen to work with a simpli fi ed three-layer model as a 
basis for our discussion (see Fig.  8.1 ). Here we combine the infrastructure- and 
platform-as-a-service into a cloud-platform-provider layer. We believe there will be 
a limited number of companies offering such services due to the massive investment 
costs needed to build datacentres. The presence of such cloud platforms will allow 
a large number of small software developers to offer their products as services in a 
cost-effective manner. The third layer of our cloud model is companies that 
consume services 2  or platforms. We develop this model further both in  [  9  ]  and later 
in this chapter.   

    8.2.2   Pre-cloud Enterprise Risk Analysis and Decision-Making 

 Even without the cloud, year on year enterprises see more failures and attacks, 
meaning they are compelled to spend more on information security. However since 
resources are limited, organizations need principles and guidance for how much and 
where to spend on security. The common answer is that it should be based on risk—
that is, focus resources on highest impact and likelihood events. 

 Ideally, an organization would drive all security investment and operations from 
a risk perspective, but a challenge to this is that there are many other stakeholders, 
incentives, and processes with which risk choices have to live. That is, in theory 
(and to some extent practice), an organization will follow a lifecycle such as that in 
Fig.  8.2 , whereby business-driven risk assessments set the context and priorities for 

   2   Throughout this chapter, we are concerned with how companies use the cloud and ignore con-
sumer cloud services.  
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  Fig. 8.2    The typical enterprise risk management lifecycle       
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security controls, policies, and investments, which in turn guide infrastructure 
procurement and operations, and the monitoring and audits of the IT environments 
test whether the controls are effective and mitigating risks, thus closing the loop. 
There are many standards and frameworks to help govern and apply best practice 
through the lifecycle, such as:

   The    ISO27000  [   – 35  ]  series of standards for information security that provide a 
framework for referencing known security best practices and organizing them in 
a coherent governance framework.  
  COBIT  [   – 36  ]  that sets out control objectives for IT from a business perspective 
and complements the slightly more technical focus of ISO27000.    

 Complementing these, there are several methodologies  [  51  ]  that aim to help 
organizations perform systematic evaluations of their IT risks. Typical steps 
include:

   A scoping phase to determine the nature of the risk, that is, assets, components,  –
and boundaries. For digital information and services that depend on many layers 
of abstraction and distributed interdependent systems, this can be a dif fi cult and 
subjective task.  
  A threat analysis, where the attacks, motivations, opportunities, and vulnerabili- –
ties are considered.  
  An analysis of the likelihood and impact of any of the threats occurring, which  –
in turn guides prioritization and choices as to whether to accept, mitigate, or 
transfer risks.    

 The standards and frameworks are extremely useful and relevant. In practice, 
however, there are still many challenges applying the described principles in speci fi c 
complex environments, primarily because:

   The teams procuring and running infrastructure are under pressure to improve  –
and maintain service levels which often work against the risk priorities.  
  Performing risk analyses that take account of all the trade-offs is inherently  –
dif fi cult.  
  The enterprise architecture and processes are always changing, making assump- –
tions made during risk analysis out of date.  
  Many complex IT environments rely very heavily on human behaviour—and we  –
lack rigorous ways to incorporate this into risk models.    

 There is a great deal of current research looking at many of these problems. See 
 [  1  ]  for examples of work seeking to integrate insights from human behaviour or 
psychology.  [  11,   29  ]  are speci fi c examples of recent research on how better to inte-
grate knowledge of human behaviour into the analysis of risk. There is also research 
on the economics of information security, ranging from showing how to apply stan-
dard (business understood) return on investment cases for security investment  [  31  ]  
to the application of sophisticated utility functions  [  34  ] . 
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 HP Labs has developed the idea of combining economic and system models to 
help organizations with risk assessment, security analysis, and decision-making 3 ; 
see  [  47  ] . Economic    models, represented as utility functions, are used to help stake-
holders think about and share their preferences and priorities for different business 
outcomes. We then use structural models to help stakeholders think about and share 
their assumptions for how different investment and policy choices will affect the 
outcome. Finally, we use a discrete process simulation tool  [  25,   26  ]  that allows 
stakeholders to explore and predict consequences of their different assumptions. 
Figure  8.3  provides a schematic of this methodology.  

 HP Labs has also conducted a series of customer case studies  [  8,   50  ]  to develop 
and re fi ne this process. An early example was to help a large enterprise decide 
between a range of policies and investments to manage risks from software vulner-
abilities, see  [  13  ] . 

 Most large organizations have evolved a complex set of processes and technolo-
gies to deal with software vulnerabilities. These include testing and deploying 
patches over multiple environments and regions, deploying and updating antivirus 
signatures, reliance on gateway and network boundaries and protections, intrusion-
prevention systems, processes to accelerate patching processes, and so on. The risk 
question was whether to spend more resources to improve the effectiveness of all 
these controls and, if so, where. More speci fi cally, should the organization invest in 
some new host-based intrusion-prevention technology, invest to improve the patching 
process, or spend the money on other (perhaps non-security) projects. 

Problem

Preferences

Utility

System Model

Model ValidationProblem Refinement

Problem Architecture

  Fig. 8.3    A framework for using economic and system models to support organizational decision-
making       

   3   Much of this work was based on the UK Technology Strategy Board-funded Trust Economics 
project, with partners from University of Newcastle, University of Bath, University College 
London, Merrill Lynch, and National Grid.  
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 The  fi rst task is to  fi nd some components and abstractions to help the stakeholders 
think about the complex system. In the given study, it was decided that it would be 
useful to model how long (typically) it takes to mitigate risks from a known vulner-
ability. The team separated aspects that were under the control (or in fl uence) of the 
organization (how fast they patch, when signatures would be deployed) from external 
factors (when vulnerabilities are publicly disclosed, when vendors release patches, 
when malware starts spreading). They then separated out concurrent processes that 
affect risk mitigation (i.e. testing, patching, signature updates) and discuss how 
architecture and decisions (typically) affect their progress. The result was some-
thing like that which is represented in Fig.  8.4 .  

  Fig. 8.4    Structural components of a typical vulnerability management environment       
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 The structural models already help ensure shared understanding between stake-
holders, so they can discuss, say, whether scheduling is signi fi cantly delaying patch 
testing or when and how often the assessment team accelerate patch processes. 
However, with such a complex system of interdependent concurrent processes and 
actions, it can be very dif fi cult to see or reason about the cause and effects. To 
address this (using best available assumptions and empirical data), we use Gnosis 
 [  23–  26  ]  to create an executable mathematical model of the system. 4  Using Gnosis 
we can run Monte Carlo-style simulations to explore the interactions and their effect 
on time to mitigate risks. By varying parameters, stakeholders can see the (model) 
predicted effect of different investment choices. Results are typically shared as 
histograms showing, say, the difference in time taken to mitigate risk for different 
investment choices. For example, the results show quantitatively how an investment 
in HIPS should increase the number of early mitigations, whereas similar invest-
ment in patching will reduce the long tail of vulnerabilities that take a long time to 
mitigate. This would be a simplistic initial result, and further experiments can 
explore the effect based on different assumptions about the threat environment or 
differentiate on different types of mitigation. 

 So far, this example has only discussed the effect on risk mitigation. Most security 
decisions involve multiple trade-offs between mitigating different kinds of risks, 
maintaining services, and minimizing costs. To formulate this, we encourage stake-
holders to de fi ne a utility function expressing their preferences between the multiple 
outcomes, building on the approaches to decisions with multiple objectives developed 
by Keeney and Raiffa  [  38  ] . We have developed some simple tools for preference 
elicitation and then use the system models to explore the effect of different security 
choices on these other outcomes, see  [  15  ] . 

 Our experience is that focusing, via system models, on the utility (of outcomes) 
provides a constructive way to engage multiple stakeholders (with different knowl-
edge and incentives) in the complex process of risk assessment and choosing security 
investment and policy. Providing evidence for this is dif fi cult as organizations, 
people, and problems vary so much. We have done some preliminary studies that 
suggest our methodology affects the justi fi cations security professionals might use, 
which  fi ts with why it might be useful for multi-stakeholder decision-making, see 
 [  48  ] . We are currently looking at further cognitive studies to generate more precise 
hypotheses for how and why economic and system modelling affect security 
decisions. 

 Part of the problem is that many security problems (like patching components 
and network security) are about mitigating risks on infrastructure that many applica-
tions rely on. Business stakeholders  fi nd it easier to reason about motivations and 
impacts of application failures rather than on the complex dependency of many 

   4   Gnosis is a discrete process modelling language that (partially) captures a discipline of mathemat-
ical system modelling based on mathematical models of the concepts of location, resource, and 
process (all modelled using algebraic/logical tools) and environment (modelled stochastically) 
 [  23–  26  ] .  
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applications on shared infrastructure. One helpful outcome (from a risk perspective) 
of the shift to cloud computing is the ability to consume software-as-a-service from 
multiple environments. Although there will still be complex interdependencies 
between applications, it is helpful for a business to analyse discretely the risks for 
different applications or, conversely, to be able to look at the impact of infrastruc-
ture failures in the context of the only/few applications running on it. We shall 
return to this point when we discuss trusted infrastructure, which also allows us to 
decouple risk analyses at different layers, so simplifying the whole problem. 

 This section has described some of the challenges enterprises face in aligning 
security policies and investments to business priorities. We have argued that, in 
some cases, the shift to cloud computing may disaggregate typically complex enter-
prise architectures (and so simplify risk analysis). Conversely, however, in the current 
lifecycle (even when outsourcing), the organization at least maintains control of all 
the components and services. The emerging problem with cloud computing is that 
organizations will lose this control and will rely on a number of  fi rms making 
different choices about how the applications and infrastructure holding their data 
and executing their transactions will be defended. It will be a bigger challenge to 
help businesses create effective risk and security strategies whilst tapping into the 
 fl exibility and cost structures of cloud computing.   

    8.3   Risk and Security Management in the Cloud 

 Moving to the cloud does nothing to reduce dependence on IT; instead, it means that 
a company is dependent on service providers to do the right thing and act as good 
information stewards. That is, enterprises must rely on others to manage their infor-
mation and the processes that create, maintain, and use the information. The shift of 
control over policy, operational, architectural, and assurance options from the 
customer to the cloud service provider means that the customer must employ careful 
risk planning to choose the service that offers the best trade-off between the service 
provided, the level of risk, and the cost. 

 Instead of running one security management lifecycle, an enterprise now must 
rely on a multitude of service providers, each running their own security lifecycle 
(see Fig.  8.5 ). An enterprise is then faced with two issues:  fi rstly, to decide on whom 
to trust for what service and how much information they need about that company’s 
lifecycle, and, secondly, how to gain a coherent overview of its risks. These issues 
are at the heart of the transformation of the security lifecycle as enterprises move to 
cloud. Here we argue that as the lifecycle breaks up and changes, companies need 
better risk planning methodologies (Sects.  8.3.1 ,  8.3.2 ,  8.3.3 , and  8.3.4 ), better 
architectural support (Sect.  8.3.5 ), and better assurance (Sect.  8.3.6 ). That is, each 
of the individual elements of the security management lifecycle needs improving in 
such a way that allows a company to understand the risks to which each service is 
subject and hence get this joined up risk view. Here we look at each of these three 
areas separately before bringing the discussion back to the overall lifecycle.  
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    8.3.1   Decision-Making About Risk in the Cloud 

 Although companies will often have some form of IT risk planning, security is often 
reactive to events. This may be inevitable both due to the ‘arms race nature’ of secu-
rity and the fast pace of technology innovation and change. A company’s ability to 
adapt its security to circumstances relies on the ability to control security policies 
and infrastructure. As cloud services are used, this ability to react is very much 
reduced. As one of many customers of a service, it can be hard to in fl uence service 
offerings and switching between services can be expensive (especially if there are 
no standardized data formats). That is, there is a danger that customers get locked 
into a particular provider or  de facto  standard service models—hence the need for 
good initial risk planning. 

 Part of this risk planning must take account of the opacity of the service and what 
assurance information is available to the customer to ensure that the promised levels 
of service are maintained. 5  In performing this risk planning, companies and their 
security of fi cers need a much richer concept of stewardship. They must consider 
more factors than just the con fi dentiality, integrity, and availability of services that 
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  Fig. 8.5    Security lifecycles where an enterprise must rely on other services to be stewards who 
must run a good security management lifecycle; these in turn may depend on a service supply 
chain; assurance information should  fl ow back       

   5   This is particularly important for security processes, where failures may not be obvious, or not 
obvious until a serious incident has occurred.  
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they would manage to internally. In particular, we would argue that they must 
consider about the objectives of the service provision, the ethics of the associated 
business decisions, and the sustainability and resilience of the services on which 
they depend  [  9  ] . 

 Earlier in this chapter, we discussed the current enterprise IT stack with separate 
services all built on top of horizontal middleware, datacentre, and network offer-
ings. Security has become hard in this world (arguably, it always was  [  2  ] ) since a 
security policy in a datacentre must be suf fi ciently strong to provide the sought level 
of protection, but not too disruptive of enterprise applications. Communicating the 
technology risks and the business needs up and down this stack has often proved 
challenging. This interconnection and dependency has made it hard to take an 
economic approach to security because of the dif fi culties in articulating changes in 
service levels and risk levels within one-size- fi ts-all policies. 

 Cloud offers a different way to procure IT services. Now each service can be 
thought of as a separate entity. Cloud does entail a degree of loss of control and abil-
ity to react, and hence the need for more upfront planning, so complicating the 
decision-making aspects of the lifecycle. However, the ability to focus on a single 
service and drop the one-size- fi ts-all infrastructure security policies typically 
simpli fi es each decision. Looking at each service separately means we can get a 
much clearer understanding of the trade-offs between risk, service level, and cost. 
Thinking of services in this way provides a more modular way to think of security, 
hence simplifying decision-making. However, much of the complexity is hidden in 
the way the service is delivered. 

 As businesses start to use the cloud for critical business functions, we believe that an 
ecosystem of service and platform providers will start to emerge. A company may just 
worry about the way service providers they use manage risk, but they should also worry 
about the overall resilience within the ecosystem. A simple example of this need arises 
in the construction of service supply chains, where one service provider uses others to 
provide parts services and platforms to deliver the underlying IT infrastructure. Risks 
may emanate from failures of any of these services, even though such failures may be 
unknown to the end-user. Other risks can occur because of interdependencies between 
service providers and the resources (e.g. investment capital and skilled staff) upon 
which they rely. As with enterprise IT, where risks occur because of the complexity of 
the infrastructures, we believe modelling decisions in the cloud ecosystem can help us 
gain an understanding of these risks. 

 The emergence of a cloud ecosystem will represent a major shift in the way in 
which enterprises purchase IT provision. This means that the surrounding environ-
ment will change and, in doing so, it will cause shocks to the ecosystem. Criminals 
will start to see concentrated value in certain services and may invest considerable 
resources in attacks. Regulators will be concerned about the stability of companies 
and their ability to deliver services, and so, rules, regulations, and laws will eventu-
ally catch up with the emergence of cloud. In turn, enterprises thinking about the 
risks of procuring from the cloud will also be taking into account implicit assump-
tions about the sustainability and resilience of this ecosystem. 
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 In the next section, we explore each of these themes and consider the use of 
models to help understand assumptions, risks, and decisions.  

    8.3.2   Information Stewardship 

 Typically, when thinking about security, people think of con fi dentiality, integrity, 
and availability (CIA) as a distinct and complete set of declarative properties  [  12  ]  
that, to varying degrees, system managers will seek to maintain. Pym et al.  [  32–  34  ]  
introduce the idea that these elements can be combined along with cost to form a 
utility function for security decision-making that characterizes the relative extent 
and form of the managers’ preferences between the various properties. When we 
start to think about how risks are managed around cloud, it is still useful to think 
about the CIA concepts, but we need a wider conceptual framework to understand 
the implications of stewardship. Information stewardship for a cloud service needs 
to include additional concepts around management and duty of service (i.e. the 
appropriate achievement of the agreed objectives), the supervision of values and 
respect for ethics, along with the long-term sustainability of services and their resil-
ience to rare-event shocks. 

 In choosing a service, a company must think about whether the service provider 
will act as a good information steward or, more accurately, a good-enough steward 
for the required service and at the given cost. In doing this, the risks associated with 
the service must be considered. A customer may place few stewardship requirements 
on a service storing encrypted data whereas the requirements for a service running 
their  fi nancial processes will be much greater. Some aspects such as the ethics of 
the service provider may have a wider consequence than just the service being used. 
A manufacturing company’s reputation could be hugely damaged by the use of 
child labour for even a small part of one of its products. In    the same way, the use 
of a service provider who appears unethical could cause damage to the wider 
ecosystem rather than just to the service in question. As a  fi rst stage in looking at 
stewardship of the service, the service provider’s identity needs to be checked. Are 
they whom we expect them to be, is the company  fi nancially solid, are they owned 
by our competitors? In establishing their identity, we must also establish the juris-
diction under which they operate. Some of these basic checks must be done before 
looking more deeply into the stewardship concepts. 

 The information steward is responsible for maintaining the usual CIA properties, 
along with maintaining data privacy. As such, we would expect that he would run 
the normal information security processes; for example, vulnerability management 
processes, ensuring access to information is controlled, and ensuring software and 
hardware is of suffi cient quality. The effort put into each security process must be 
traded off against the cost, the service provided, the value of the data, and risks 
when things go wrong. As well as trying to maintain these basic security properties, 
the steward must communicate how much effort he will make in achieving this 
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trade-off. Models such as the one described in Sect.  8.2.2  could help form the basis 
of this communication. 

 Establishing the boundaries of stewardship is also important. For what, exactly, 
is the steward taking responsibility? For an enterprise service being moved into 
the cloud, the service provider will be acting as an information steward both for the 
basic information and for the way in which the transactions are handled, but the 
enterprise will probably still remain responsible for managing the identities and 
rights of its staff access when they access the service. Care should be taken that the 
stewardship boundaries and hence responsibilities are clear. 

 Even with the best technologies, management, and risk planning, there will 
still be security incidents. The information steward will have responsibilities 
around managing such incidents and keeping the service users informed. 
However, the use of a steward will not reduce the accountability that the enter-
prise has for ensuring their data (e.g. PII that they hold) is secured. In looking 
at stewardship, we need to look at what happens when things go wrong and how 
incidents can be jointly managed to reduce loss and damage to reputations. 
Incidents that happen to one customer using a service provider may cause repu-
tational damage to others using the same service—so it is the duty of the information 
steward to maintain their reputation. Disclosure may become an important 
aspect of stewardship, forcing those acting as information stewards to disclose 
incidents publically. This has become the case in the USA  [  54  ]  for personally 
identi fi able information where disclosure policies support a loose regulatory 
environment. 

 Businesses need services to run constantly or continuously over time and to 
remain  fi t for purpose. This means that they can be relying on services for long 
periods of time. In looking at the information stewardship offered by a service, a 
customer should think about these long-term requirements:

   Will the service respond appropriately to changes in the threat environment?  • 
  Will the service respond appropriately to regulatory changes?  • 
  Will the service itself change as needs change? For example, we would expect an • 
accountancy service to change its rules as accountancy standards evolve.  
  Are there good (cheap, ef fi cient) exit routes if things go wrong or other changes • 
are needed?  
  What measures can be taken when things go wrong (arbitration, law)?  • 
  What happens if the service provider is taken over or spun out as a separate • 
company?    

 In addition to thinking about stewardship at the level of an individual service, we 
also need to consider the overall stewardship of the cloud ecosystem. Here we must 
consider the properties of sustainability and resilience  [  20  ]  provided by the overall 
system. The in fl uence needed for this level of stewardship will be beyond the indi-
vidual participants, except perhaps the large platform providers. However, regula-
tors, or clubs of service providers or users, may form in order to set rules and ensure 
appropriate overall stewardship of parts of the ecosystem.  
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    8.3.3   Migrating to Cloud 

 As business-level cloud services start to emerge, a business will be faced with a 
decision—do they keep using their current IT systems or do they switch to using 
cloud services, and assuming so, which cloud services do they use. The decision 
may be to move all IT to the cloud, but a more likely and recurring decision will be 
whether to keep an internal application running or to replace it with a cloud service. 
This decision will often be triggered by a business need to upgrade an application. 
Clearly information stewardship should be part of that decision, but a company 
needs a framework for thinking through the decision. 

 In Sect.  8.3.2 , we discussed the need to frame security decisions with a utility 
function  [  32–  34  ]  that allows stakeholders to trade off different aspects of security, 
such as con fi dentiality and availability, as well as considering cost. In Sect.  8.2 , we 
discussed how security policies tend to apply across the board, so that one decision 
will affect many parts of the business. If cloud decisions relate to single services, 
then security decisions can become more modular, and so simpler. That is, when a 
security decision affects many different aspects of a business, it can be hard to esti-
mate the cost and productivity effects. Isolating these factors to a single service can 
help focus the decision. Conversely, moving a single service to the cloud may still 
have wider impacts on the wider enterprise IT. For example, moving many applica-
tions out from a company’s datacentre will reduce the economies of scale, increas-
ing costs for those that remain. In other ways, the cloud decision is more complex 
in that the decision to move encompasses factors representing business decisions, as 
well as cost and information stewardship factors. 

 Formalizing preferences in a utility function provides a framework for comparing 
the different values that a company would get between different cloud services options 
or the internal IT option. It allows an enterprise to express how it wishes to value a 
gain in one factor, such as business value, against a loss in a stewardship factor. It can 
then use this function to look at the different service options’ terms and conditions. 

 This still leaves the question as to the optimal time to switch to a cloud service, 
assuming it offers better utility. That is, even if the cloud service offers better imme-
diate utility, there may be greater longer-term utility in using the option to wait 
(until company  fi nances are better or until uncertainty relating to the value is 
reduced). A cloud switching model, using real option theory  [  53  ] , has been devel-
oped in  [  55  ]  to explore this question. The problem of whether to use a cloud service 
is expressed as a choice between staying with internal IT, switching to a cloud 
service, or opting to wait (and monitor). 

 An advantage of this framing is that much of the  fi nancial economics relating to 
discount rates and the time value of money can easily be reused. That is, most real 
option models take account of the fact that decision-makers will have different cash 
 fl ow, levels of capital, risk appetite, and patience for a return on investments made. 
This makes it natural to show, for example, how a large oil and gas  fi rm with huge 
reserves, used to long cycles of investment, will feel quite differently about utility 
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than, say, a start-up having little capital and worried about whether it will be in business 
in 12 months’ time. 

 Clearly, there is uncertainty over security and stewardship, and the switching 
model  [  55  ]  allows these issues to be framed as affecting uncertainty over the value 
the business can achieve with each decision option. For example, an enterprise will 
have some (but not complete) con fi dence in internal IT’s ability to keep up with 
regulations and the threat environment. They will likely be more uncertain about 
whether using the cloud service will enable them to maintain security and compli-
ance. Moreover they will implicitly be concerned about all the information stewardship 
points discussed in Sect.  8.3.2 . 

 Finally, there is clearly potential value in having an option to wait to decide. As 
time passes it will become clearer whether early adopters are having success, 
whether security incidents are more common and whether it seems resilient and 
sustainable. For some  fi rms the value will be high enough to warrant early adoption, 
for others it will be a clear no, and for others a wait-and-see approach will be 
appropriate. 

 It is not that the model provides accurate predictions about the outcomes but 
rather that it frames the assumptions, so that stakeholders can debate the options and 
trade-offs appropriately. Moreover, it is also not that decision-makers are unaware 
of all these aspects to their decision options but, as discussed in  [  48  ] , there is 
signi fi cant value in bringing all the issues together in an appropriate way. 

 In discussing this model with cloud stakeholders, many raised the question of 
being able to explore the issues of lock-in (being tied to a particular cloud provider) 
and the ability (ease) of switching back to previous states. These can be treated as 
uncertainties within the current framework, but it is also natural to consider the 
economic models that explore precisely this situation, see  [  39  ] . As discussed in the 
‘Future Directions’ section, below, our current work in this area is focused on testing 
and re fi ning this type of model stakeholders, and as part of this we are looking at 
these iterative migration models. 

 As cloud services start to emerge, a company will need a framework for thinking 
about when it should start to use a cloud service and which service is the most suit-
able for it. Taking a utility theory approach forces the company to think about the 
different outcomes of the decision and how they may trade off against each other. 
The framing provided by the ‘cloud switching’ model  [  55  ]  provides a way to think 
about the costs of moving service as well as uncertainties associated with the utility. 
Much of this uncertainty may come from the loss of control and the need to rely on 
others to be good information stewards.  

    8.3.4   The Cloud Ecosystem 

 A company can try to choose a cloud provider that best meets its needs, including 
one that it believes will be resilient to failures. Each service, however, sits within an 
ecosystem of other services, service customers, and cloud platforms, and their 
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success and resilience may well be affected by the success and resilience of other 
services. Within the ecosystem, there will be limited sets of available resources, for 
which each service provider must compete if it is to be successful, and each service 
provider will work hard to develop its own reputation. However, news of incidents—
and the overall reputation of the cloud ecosystem—may swamp their branding. 
Finally, there will often be a service supply chain within which a service provider 
relies on other services and cloud platforms to allow it to deliver the contracted 
service. These factors mean that as a rich cloud ecosystem emerges, the success, 
sustainability, and resilience of an individual service will be dependent on those 
properties of others in the ecosystem. 

 In our analysis of this ecosystem  [  9  ] , we draw quite signi fi cantly on research 
carried out on ecological ecosystems  [  20  ] . The ecological ecosystem consists of 
various organisms that exist in a habitat or a series of linked habitats. The ecosystem 
will be affected by the way the organisms interact (due to their biology) as well as 
due to external in fl uences such as the weather,  fi res, or pollution. In studying an 
ecosystem and its dynamic behaviours, we can start to see how resilient the ecosys-
tem is to different shocks and hence start to manage it in a sustainable way. Analysing 
from an ecosystem perspective helps us develop good stewardship properties. 

 Instead of organisms in various habitats, we have an ecosystem consisting of 
customers consuming cloud services, cloud service providers offering the services, 
and cloud platforms providing the basic infrastructure for these services (see 
Fig.  8.6 ). Instead of the interaction between these entities being driven from their 
biology, it is driven by their need to maximize (or at least satisfy) their utility, so 

  Fig. 8.6    A three-layered cloud ecosystem       
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in fl uencing their policies and decisions. This utility will usually be very implicit in 
each company’s decision-making but will drive customer’s choice of services as 
well as the terms and conditions offered by the service and platform providers.  

 In modelling an ecosystem, one of the key questions is which entities should be 
included within the model and which can be treated as exogenous events. In an 
ecological system, weather events and the actions of the human population will 
often be treated as being exogenous. In our treatment of cloud ecosystems, we are 
keeping the effects of the overall economy, attackers, regulators, and technology 
changes as external to the overall ecosystem. We can consider how each of these 
external factors will affect entities within the ecosystem and how different economic, 
threat, and regulatory environments affect the sustainability and resilience of the 
ecosystem. In understanding the dynamic behaviour, we can start to think about 
how ecosystem stewardship helps maintain both sustainability in the course of 
normal operations and resilience in the face of shocks. 

 Ecologists consider how ecosystems vary overtime because of feedback loops. 
For example, a fast variable may be the population size of a particular animal, such 
as deer. This variable will determine how much biomass is eaten, which in turn 
determines the available food and re fl ects back into the population size. Slower 
variables may be things like changes in the capacity of soil or sediments to supply 
water or nutrients or changes in types of plants and animals in the ecosystem. 
Exogenous controls may be changes in the regional climate. Ecologists then consider 
two different factors as being responsible for these changes: the ecological factors 
and the societal factors (i.e. mankind’s effect on the ecosystem). Within our view of 
cloud ecosystems, we can draw out similar feedback loops—see Fig.  8.7 —drawing 
out the business or economic environment and technological environment rather 
than, though analogously to, the societal and ecological factors described by 
ecologists.  

 Here, in Fig.  8.7 , we can see the fast variables being linked with the regular IT 
decisions that enterprises make around their IT needs. Here they may make a decision 
to continue to run their own IT or to move to the cloud. In making their decisions, 
they will seek to maximize (but, in practice, typically satisfy) their utility as 
discussed above. These decisions will be based on their needs as well as the state of 
the ecosystem. For example, their decisions will be based on the different costs, the 
different services available in the cloud, the terms and conditions offered, and their 
beliefs in how good an information steward a service provider will be. Their decisions 
will of course affect the state of the ecosystem. For example, if a company decides 
to use a cloud service rather than its internal IT, it will release, or not require, 
resources such as IT staff and investment capital. On the other hand, additional 
network bandwidth may well be required. 

 In an equilibrium state, the resources moved by each of these decisions will 
cancel each other out. However, we can get reinforcing feedback loops that will 
help move the ecosystem to a different equilibrium state. For example, as a service 
provider starts to get more business, it will be able to scale better and hence offer 
better or cheaper services. This will attract more customers as well as making 
it easier for them to get resources, such as skilled IT staff and investment capital. 
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This reinforcement feedback will lead to a movement of IT from company’s internal 
provision and into the cloud. 

 There are, of course, other feedback loops at this fast-variable scale. Some cloud 
services will fail either because they get insuf fi cient business or because of steward-
ship failures (e.g. security incidents, failures to maintain services, failures in meeting 
the reputational needs of customers). Such incidents may lead to customers pulling 
services back from the cloud into their own datacentres. Other feedbacks will be 
caused by technology changes—for example, as the availability of new software 
features encourages companies to upgrade their systems. Where companies invest 
in creating new features in the cloud, or in shrink-wrapped software, this will help 
determine the cloud adoption rates. 

 One critical factor associated with how fast feedback loops work within the 
ecosystem will be the costs associated with changing provider or moving back to 
internal IT. When a company chooses a particular service provider, it may be hard 
or costly to get its data out of that service and into the correct form for a different 
service, or there may be costs associated with integrating a new service into its busi-
ness processes. High movement costs may mean that service providers have less 
incentive to update features and act as good stewards. It will also lead to a slowdown 
in the speed of these feedback loops. 
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  Fig. 8.7    Dynamics of the cloud ecosystem       
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 Slower variables will be things like the addition of new services into the cloud 
ecosystem and the corresponding changes to companies’ business models—an 
example would be how the  fi rst Internet wave encouraged the creation of e-com-
merce websites and changes in the way in which many companies sell their prod-
ucts. These changes will occur as resources such as IT staff and investment capital 
become easily available to the cloud service providers, so encouraging innovation. 
Major technology changes will also lead to slower changes in the ecosystem. For 
example   , were cloud service providers to use ‘trusted infrastructure’ (described late 
in this chapter) this would help service providers in being good information stew-
ards and hence assist the development of cloud ecosystems. Emerging standards and 
regulation changes will also change the way companies view and use cloud. 

 At a more global level, there are many in fl uences that will affect the overall busi-
ness environment, and hence the cloud ecosystem. For example, the overall state of 
the economy will determine many of the business needs to which each company 
responds, as well as determining how much investment capital is available. 
Governments may set up training programmes to ensure suf fi cient skills are 
available and support research and development programmes to help ensure that 
appropriate technology evolution occurs. Regulations around how businesses 
operate or around global trade may also change and re fl ect back into the ecosystem 
dynamics. 

 In thinking about risk in the cloud, we must consider the sustainability and 
resilience of the overall ecosystem and the effects that the normal evolution of the 
ecosystem and rare-event shocks may have on a given enterprise. A clear conceptual 
model of cloud ecosystems and their dynamics is a necessary prerequisite for allow-
ing us to think through these effects. We can start to extend the system modelling 
approach  [  25  ]  used to help us understand security decisions in the enterprise to 
understand the dynamics of the overall ecosystem, the effects of shocks, and differ-
ent ecosystem stewardship approaches. Pym et al.  [  9  ]  describe such an approach to 
modelling based on a location, resource, and process calculus  [  23,   24  ]  that has 
previously been used for system modelling and security decision-making.  

    8.3.5   Trusted Infrastructure and Cloud 

 In much of this chapter, we have concentrated on the risk side of the security man-
agement lifecycle and how this is affected as business operations move into cloud. 
Having good system architecture helps to reduce risk and can make reporting and 
assurance easier. Following our previous argument, as an enterprise moves from 
running its own applications to using cloud services, it loses control not only of the 
people, policy, and process parts of some aspects of its operations but also of the 
technical architecture and the application code base. 

 We have hypothesized a world in which there will be a relatively few cloud plat-
form providers that provide the basic compute and storage platforms, along with 
much of the middleware, and service providers who will write software, run it on 
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the platforms, and use it to offer business-level services. These services would be 
provided to many customers using common management processes and contracts. 
There are two natural technical architectures to support such multi-tenanted services: 
the  fi rst is to write the software to support multiple customers at the same time 
(application virtualization); the second is to run many instances of the software each 
within its own container (infrastructure virtualization). 

 The two different styles of virtualization that can be used to produce a multi-
tenanted service carry very different risk pro fi les. Although in both cases many of 
the risks will be due to two factors:

    1.    The complexity of the trusted computing base—that is, the parts of the software 
stack that must be trusted to maintain separation and information security.  

    2.    The complexities of managing the service and infrastructure—ideally, we will 
have services that can be designed around the principle of least privilege and 
ensure there are separations of duty between different administrative roles, along 
with strong audit. Traditionally, in the enterprise, separations between applica-
tion, database, and system administrators have been viewed as very important, as 
have separations between developers and those running production systems. 
These are seen as risk-reduction measures aimed at limiting what each individual 
can do and know along with making it hard for a rogue employee to cover 
his tracks.     

 If we move to a world in which each application provider must code its application 
to support multiple customers, this has two effects on the trusted computing base. 
Firstly, the code complexity will increase as multiple customers need supporting 
and, secondly, much of this code will be bespoke (this may be improved with 
supporting libraries and coding patterns). With this style of service provision, we 
are thus very dependent on the skills of a given service provider and, since code will 
be proprietary, it will be very hard to validate the trustworthiness of the application. 
Third-party code reviews and code veri fi cation techniques may help in producing 
certi fi cations to enhance trust. 

 The administrative model with application virtualization is also somewhat unpre-
dictable as it will be a consequence of the software design. A rogue administrator or 
a hacker who can gain administrative privileges will easily be able to gain access to 
the details of many customers. This concentration of data may encourage attackers, 
as the value may make the investment of time and effort in sophisticated attacks 
worthwhile. This was perhaps demonstrated in attacks on email service providers 
reported early in 2011, where sophisticated attacks were carried out on email 
advertising distribution services, allowing spammers to get mailing lists for multiple 
customers as well as use the services to send out spam  [  40  ] . 

 The alternative to creating multi-tenanted applications is to run each customer’s 
instance of an application within a separate container. This has the advantage of 
keeping the application code simple, so reducing bugs and vulnerabilities, reducing 
the impact of a breach, and, where trust can be gained in containment technologies, 
enhancing trust in the service. Many of the business applications offered in the 
cloud will be complex and need to scale, supporting many transactions and requiring 
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each instance of the application to run on multiple servers connected by networks. 
This makes it hard to use simple sandboxing technologies, such as those available 
in Java. 

 Virtualization of servers  [  10  ] , networks  [  37  ] , and storage can be combined to 
allow us to build complex boundaries around applications. Each part or service 
within the application can be run within a different virtual machine, each with its 
own virtual storage, and the whole lot connected with one or more virtual networks 
(Fig.  8.8 ), along with a gateway connecting them to the Internet to receive/process 
transactions and management requests. This whole system can effectively replicate 
what would run within an individual company’s data. This architecture can support 
 fl exing in that more virtual machine instances can be added into the network to 
match the required transaction rates. This way of running services could have an 
additional management burden in setting up the application for each customer and 
hence relies heavily on having automated con fi guration systems  [  30  ]  that support 
deployment and  fl exing  [  28  ] .  

 Trusted computing technologies, as de fi ned by the Trusted Computing Group 
 [  44,   52  ] , can help in building trust in to some of our basic infrastructure, and these 
ideas have been extended to support virtualization. The trusted computing module 
provides a hardware root of trust upon which other trust functions can be built. In 
particular, three principle functions are provided:

    1.    A cryptographic identity for a device  
    2.    Attestation of the software stack that is running and that has been used to boot a 

system  
    3.    Safe storage for cryptographic keys that can be linked to attestation     

 These three functions allow us to know that we are connecting and relying on the 
computer systems we expect to and that they are in the form that we expect. In terms 
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  Fig. 8.8    Virtual infrastructure can be created with a mixture of virtual machines, virtual networks, 
and virtual storage with attestation provided by TPMs       
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of basic virtualization, we can use TCG-based mechanisms to identify servers and 
check that the base system software is the virtualization layer. As we move up the 
stack, we can measure and attest to the various management components, such as 
the management domain and any separate driver domains. The idea of a virtual 
TPM  [  16  ]  has also been introduced so that the integrity of a particular virtual 
machine can be tested and reported. As we build up the attestation in our virtualized 
infrastructure, we can also use the TCG mechanisms to help manage cryptographic 
keys necessary to secure network and storage virtualization  [  6  ] . 

 We are concerned that cloud services be deployed in a secure and trustable man-
ner, so having a simple containment strategy is not suf fi cient unless the container 
has the correct security and trust properties. Here we look to a number of principles 
for improving infrastructure that can be built using virtualization and trusted 
computing:

    • Reduced trusted computing base . Complex code will always be subject to bugs 
that lead to vulnerabilities, and hence, as a principle, it is important to reduce the 
code base that is being trusted. For trusted infrastructure, this means ensuring 
that the software maintaining separations and managing critical system compo-
nents and policies is kept to a minimum. For example, if we look at the Xen 
virtualization layer, not only must we keep the code within the hypervisor to a 
minimum, but we must also remove all the supporting functions from the man-
agement domain (dom0). This means we must work out a minimal set of services 
that are needed to support virtual machine management and remove the rest of 
the management stack into other virtual machines that are not part of the trusted 
computing base. As we construct larger systems, we still need to keep mindful of 
minimizing the trusted computing base. For example, critical application compo-
nents can be kept small and run in separate virtual machines running a minimal 
operating system. Where we need protected storage and communications, the 
supporting keys can be linked to the attestations of this minimal image. In con-
structing cloud applications within containers, one particularly sensitive function 
is the gateways that expose the application to the Internet; again, this can be built 
on a minimal code base.  
   • Separate management components . Defence in depth has long been a principle 
deployed in enterprise computing, so that a breach on the perimeter does not 
allow the hacker entry to all of the enterprise systems. The same principle must 
be applied to the infrastructure supporting cloud. Even as we minimize the trusted 
computing base, we can keep components separate, so that a break in, say, a 
network driver does not allow easy access to storage drivers or cryptographic 
keys.  
   • Separation of policy enforcement from application space . As we build an 
infrastructure using trusted virtualization, we create containers within which 
applications can run. We can also control the nature of the container by setting 
policies within the infrastructure controlling the containment. This means that the 
containers can be created with properties that are not under the control of those 
running the application software or anyone who has subverted the application. 
These policies can also be communicated as part of the TCG attestation measurements, 
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thus giving others con fi dence that certain policies are enforced. For example, 
networking policies can be enforced so that messages to or from a container, or 
systems within a container, can only be sent to certain IP addresses.  
   • Separate audit from application space . Aside    from policy enforcement being 
separated from the application environment, we can run audit functions outside 
of the normal application space. Keeping audit out of the application space means 
that audit records can be protected from tampering.  
   • Attestation to communicate trust in the system . As well as building more secure 
systems with a minimal trusted computing base, trusted virtualization allows the 
con fi guration and code base to be communicated and attested to though TCG 
mechanisms. Those relying on systems can therefore gain con fi dence that the 
systems are in a trustworthy state.    

 As we develop infrastructures  [  17,   27,   37  ]  that support each of these principles, 
we can build up trustable containment architectures. Considering the cloud ecosystem 
as described in Sect.  8.3.4 , it seems that the use of trusted virtualization by cloud 
platform providers will aid each of the service providers in producing more secure 
services. Trusted virtualization provides a better architectural basis for systems—
rather than increasingly more complex security processes and procedures, intended 
to compete in an arms race—suggesting that the security objectives as expressed by 
our utility functions may be achievable without big cost increases. From an ecosystem 
perspective, if such technologies become widely adopted, this should help increase 
the overall level of both trust and security, so improving the overall reputation of the 
cloud ecosystem and encouraging the move to cloud. 

 From an enterprise lifecycle perspective, the use of trusted virtualization has a 
number of advantages. A company can get information and assurance as to the 
properties of the infrastructure on which its cloud services are running. This can 
help both in the initial risk planning to ensure that appropriate levels of security are 
achievable and in ensuring that both companies and service providers know that 
systems are being operated properly.  

    8.3.6   Assurance 

 Assurance is about providing con fi dence to stakeholders that the qualities of service 
and stewardship with which they are concerned are being managed and maintained 
appropriately. Cloud computing implies many stakeholders relying on many parties, 
so that ef fi cient and effective assurance will be both complex and fundamental to 
a sustainable cloud ecosystem. There is considerable research and discussion on 
assurance (often driven by regulation) relating to cloud  [  5,   18,   19  ] . In this discus-
sion, we start from some basic principles about assurance in federated environ-
ments. We discuss their implications and the associated opportunities in the 
context of the stewardship and trusted infrastructure research described in this 
chapter. 

 The principles of assurance are to decide what risks you are concerned about, to 
understand how these risks are (in theory) mitigated, and then to seek evidence that 
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these mitigations are effective. For example, when the Sarbanes-Oxley Act forced 
companies to demonstrate the integrity of their  fi nancial accounts, it was clear there 
were risks associated with how  fi nancial processes and reports depended on IT 
applications and infrastructure. This led to signi fi cant scrutiny of how people are 
able to change and access the IT infrastructure, which in turn meant many audits on 
identity management controls. 

 Analogously, information stewardship implies reliance (and obligations) on 
many parties to demonstrate how they are controlling risks. Access and identity 
management will be a part of this, and stakeholders will need different levels and 
types of assurance associated with all the controls in federated identity manage-
ment. To expand, multiple parties are involved in registration of people and users, 
provisioning of credentials, revocation of credentials, creating authorization policy, 
authentication (of credentials), and enforcement of authorization policy. In turn, 
each stakeholder will care differently about each of these steps and so will want 
different visibility into them. Moreover, we advocate the need for standard publicly 
reported metrics and data and the ability for customers occasionally to be able to 
demand deeper views on speci fi c data relating to their service. The nature of public 
versus private information for assurance and an expanded discussion of identity 
assurance are given in  [  5  ] . 

 In general, cloud providers will not be able to offer cost-effective services if they 
must satisfy different audit and assurance requirements for each of their customers. 
Therefore, from an ef fi ciency perspective, standardized approaches to assurance 
will be necessary. This is the same argument for standardized sets of terms and 
conditions—a cloud service provider cannot scale their business if they have to 
accept auditors checking different aspects from each of their many customers. 
Moreover, we expect similar analyses of risks and their federated mitigations will 
be needed to develop these standards. 

 In addition to assurance from individual providers, each stakeholder will (per-
haps implicitly) be concerned about the stewardship of the whole ecosystem. For 
this reason, we expect there will be a role for metrics that hint at the sustainability 
and resilience of the whole ecosystem. Initially, they will likely emerge as require-
ments from clusters of stakeholders—for example, these could be vertical industries 
such as healthcare and  fi nancial services but also disparate groups with common 
concerns and views on, say, privacy or law enforcement. It is too early to suggest 
what these metrics might be, but the conceptual and modelling work described here 
and in  [  9,   45,   46  ]  are about exploring this question. 

 The work on trusted infrastructure also has direct links to assurance. From an 
ef fi ciency perspective, it is hugely bene fi cial if application developers and providers 
exploit trusted separation in the infrastructure, as opposed to controlling and allowing 
sharing within the application. The former allows common assurance patterns to be 
established for when and how to trust infrastructure environments and should 
signi fi cantly reduce the number of assurance patterns that need to be considered for 
applications. For example, if cloud platforms routinely run separate service instances 
in separate and contained trusted infrastructure domains, then service consumers 
need only seek assurance about a standard set of concerns how the infrastructure 
controls and maintains its boundaries. 
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 Assurance in most enterprise environments is still a complex mix of automated 
monitoring and physical audits. Since the amount of assurance activity needs to rise, 
there will be a need for much more reliance on automation. There are many immediate 
bene fi ts from trusted infrastructure for this, including being able to trust the 
information, and attestation of components.  

    8.3.7   The Lifecycle Under Cloud 

 Companies are already struggling with managing IT risks and maintaining an 
explicit security management lifecycle. Many rely on standards such as ISO27000 
 [  35  ]  as a way of maintaining discipline and, in the background section, we argue 
that better methodologies are needed to help understand security decisions. 
Cloud fundamentally changes the way that companies consume IT, as they give 
up control and rely on others to act as good information stewards. The use of 
cloud also means that companies have to think of IT in terms of the services 
rather than the technology components. This has long been the aim of system 
management through standards such as ITIL, but cloud forces this change in 
thinking. This means we need to reassess the way in which we think about the 
security lifecycle. 

 Each individual service has its own security management lifecycle with the service 
provider being responsible maintaining its smooth running. It may achieve this by 
running its own IT systems and operating a traditional security management 
lifecycle or may itself be a service consumer relying on the security lifecycles that 
others maintain. 

 A service consumer will need to maintain an overview on risk and hence needs 
an aggregated security management lifecycle. This still maintains the risk and 
governance aspects that are now associated with choosing the right stewardship 
characteristics for a service. The assurance elements then must be seen in this light: 
Are the chosen stewardship characteristics being maintained and is risk therefore 
managed appropriately? Cloud services will not remove all IT from a company and 
hence the company must still maintain the appropriate policy setting and opera-
tional control for the systems that it does run (e.g. clients for end customers or 
datacentres for the cloud platform providers). 

 Having a coherent lifecycle for each individual service becomes more important 
as organizations’ ability to react to surprises is reduced. Hence, as we think about 
risks and how each potential steward will manage them, we must also consider what 
attestations and assurance metrics are necessary. As services are spread over multiple 
providers, or as business processes use multiple providers, we need to ensure a con-
sistency between the cycles of each of the constituent services. In the past, this was 
achieved by having one set of policies, but now we need more careful planning 
between the various lifecycles; otherwise there will be weak points and potential 
threats. 
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 We have argued that, for a single enterprise, modelling can help in gaining a 
better understanding of risk and the trade-offs associated with different policy 
options. Here, we argue that understanding risk, and the different stewardship 
options, is even more critical. Consequently, model-based risk methodologies will 
become increasingly important: system models can be used to explain risks and how 
they are mitigated. 

 Consider the VTM (vulnerability and threat management) model discussed in 
Sect.  8.2 . The model sets out assumptions about the threat environment as well as 
different controls within the enterprise. Having a model forces us to specify each 
mechanism coherently. Simply discussing these assumptions and controls can help 
in gaining common understanding between various stakeholders, but executing the 
model, to explore a range of system and policy design choices, allows the conse-
quence of these assumptions controls to be explored and provides evidence as to the 
likely outcome of employing different mechanisms. In this way, security manage-
ment moves on from a world in which experts give their opinions to one in which 
assumptions and abstract mechanisms are clearly speci fi ed and their interactions 
can be explored. Further examinations of the model can help to explore how changes 
or failures in different processes and technologies can lead to different security fail-
ings, so providing a basis for deciding which assurance metrics are important  [  14  ] . 

 As the move to the cloud-based services continues, it is not just security teams, 
or indeed the wider risk committee, who are trying to understand the different policy 
options and risks. Now both the service provider and the consumer, or those higher 
in the service supply chain, must adopt a view on risk and be satis fi ed that appropri-
ate controls are being used. System models can help communicate the risks and 
mitigations, so allowing customers and service providers to explore different 
options. In this way, models may become a vital communication point in joining up 
the risk elements of the lifecycle. Modelling also helps in understanding which 
assurance metrics are important and hence linking all the pieces of the lifecycle. 

 No service is an island: in looking at risk, we cannot just look at the performance 
of the individual pieces on which we rely. We see cloud as an ecosystem in which 
resource movements or failures in unconnected pieces will affect our IT provision: 
these factors must be included the lifecycle. As well as selecting and monitoring the 
cloud services we use, we must consider other factors that may affect their function 
and, in looking at the security management lifecycle, we need to understand which 
ecosystem changes may cause changes in the risk pro fi le. These changes may represent 
changes to exogenous variables within a system model of a particular service. 
As we reassess the way the lifecycle works, we must also consider the individual 
pieces of the lifecycle. In particular, we need to ensure that there are appropriate 
ways of thinking about the risks of handing over data and what architectural and 
assurance controls will help mitigate these risks. Pre-cloud, our research agenda 
needed to be based around improving risk decision-making methodologies, better 
infrastructure, and assurance. As cloud emerges, these needs do not disappear, but 
methodologies must take account of this breakup of the lifecycle and be informed 
by the need for good information stewardship.   
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    8.4   Future Research Directions 

 The work described here is a rich mix of:

   Empirical work with stakeholders and professional experts to understand the real • 
dynamics and problems faced by risk and security teams.  
  Conceptual work with computer scientists, economists, logicians, mathematicians, • 
and psychologists to develop rigorous and clear analyses and approaches.  
  Design and engineering by technologists to develop alternative architectures to • 
suit different lifecycles of security management.    

 Cloud and enterprise computing are continually changing and producing security 
challenges, and so we see the need to continue and integrate each of these activities. 
To that end, we will continue to use the partnerships in the TSB-funded Cloud 
Stewardship Economics and Trust Domains projects to help us to do this. 

 Thus far the Cloud Stewardship Economics project has involved both empirical 
and conceptual work. We have done workshops, surveys, and structured interviews 
with various stakeholders  [  22  ] , built a series of economic models  [  33,   34,   55  ] , and 
iteratively developed a conceptual framework for analysing information steward-
ship  [  9  ] . These will all continue, but in addition, we will begin to engage stakehold-
ers in using the models to make better decisions. Our vision is to use models to 
enable structured war-gaming and scenario planning between stakeholders. This 
involves even tighter integration between the economists, security researchers, 
cloud/enterprise IT experts, and security professionals. 

 The Trust Domains  [  54  ]  project is less mature but has a larger ambition to inte-
grate and affect architecture and technology. The focus is less about governance and 
policy and more about achieving operational assurance when multiple stakeholders 
must share infrastructure. These can be dynamic situations—such as a cross-border 
civil emergency, where multiple non-trusting groups with infrastructure and appli-
cations must suddenly share information and resources—or pre-planned situations, 
such as long-term (controlled) sharing of resources and information between 
non-trusting groups. What expectations do such stakeholders have, how explicitly 
can they describe sharing policy and requirements, and how would they be assured 
that their information and concerns are suitably managed? 

 The main focus at the moment is on empirical studies (structured interviews) 
with a range of potential stakeholders (typically enterprises). From these, we are 
developing and re fi ning our view on expectations for how information should be 
managed and how assurance should be provided in shared environments. This in 
turn will drive both requirements for trusted infrastructure to realize trust domains 
(containers with relevant properties) and how to use models to more rigorously 
describe and communicate requirements and real-time operations. 

 Both these projects directly address the transformed lifecycle of enterprise risk 
and security management. Clearly, they will not solve all the problems. For exam-
ple, even if we design strong and appropriate trust domains and robust information 
stewardship strategies, there may well be many regulation and commercial drivers 
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that strongly in fl uence risk and security outcomes. Moreover, the nature of technology 
generally, and cloud speci fi cally, is that they will bring many unforeseen changes. 
Nevertheless, by working closely with industry and customers, we expect to 
in fl uence positively the context for cloud associated risk management.  

    8.5   Conclusions 

 The development of cloud computing may lead to signi fi cant changes in the way 
companies consume IT, moving from them managing large technology stacks to 
purchasing business-level services. As this happens, companies will lose control of 
the way in which their services are run, needing instead to choose between the terms 
and conditions offered by different service providers. This switch in control may 
increase the dif fi culties faced by companies responding to speci fi c security events 
or failures. This observation emphasizes the need to have a better understanding of 
risk and how it is mitigated. To achieve this, we need better methodologies, based 
on rigorous conceptual and mathematical modelling of systems, of human behav-
iour, and of the wider environment. 

 As users employ cloud services, they rely on others not only to provide those 
services, but also to protect their information and appropriately control its interac-
tions and evolution. To understand how this should work, we must widen our view 
of the declarative goals of information security from con fi dentiality, integrity, and 
availability (CIA) to include ideas of duty of service (to ensure that the desired 
objectives are addressed) and respect for values and ethics. Moreover, the sustain-
ability and resilience of the ecosystem itself must be managed. We describe this 
broader concept as information stewardship. 

 This shift of perspective from security to stewardship implies a change in how 
security (now stewardship) is managed and, we contend, this will be best approached 
by considering the security management lifecycle, as already operated by many 
companies. Each IT service will have its own security management lifecycle, 
possibly dependent on the security management lifecycles of other services and 
platforms further down the service supply chain. We contend that these interdependent 
security management lifecycles must be viewed from the perspective of information 
stewardship. As the  fl exibility of management is reduced, so we can expect greater 
coherence between the different elements—such as risk analysis, policy-making, 
operations, and assurance—of the lifecycle. We must also draw together the various 
service lifecycles to give consistent pictures of risk, policy-making, operations, and 
assurance. We see mathematical modelling as playing a huge role in delivering the 
methodologies that must be developed to achieve all this in the form of practical 
tools. 

 Lastly, we consider the stewardship of the ecosystem itself. In the cloud, IT 
operations will be purchased from highly connected ecosystems of services, con-
sumers, and platform providers. Changes in one part of the ecosystem can affect 
many other parts in complex ways that will, typically, be dif fi cult to conceptualize. 
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We contend that modelling, of the kind we have sketched in this chapter, can help 
decision-makers to understand these complex relationships and dependencies. 
From the perspective of managing the security lifecycle, managers must use 
this information to understand how different events in different components of 
the ecosystem may affect the systems for which they are responsible. From the 
wider perspective of the stewardship of the ecosystem itself, we must ensure that 
the ecosystem is managed to be sustainable and resilient. These features of the 
ecosystem are public goods, and we contend that there is a clear role for regulators 
in their stewardship.      
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  A6    A project that provides an interface and namespace for automated audit, assertion, 
assessment, and assurance of cloud infrastructures.   

  Communications data    Data generated by the use of a communication technology, 
whether for voice or data communications.   

  Community cloud    A cloud infrastructure shared by several organisations with 
shared concerns.   

  Con fi dentiality    The property whereby information is not made available or dis-
closed to unauthorised individuals, entities, or processes.   

  Cloud    Familiar term that refers to cloud computing.   
  Cloud bursting    A technique used by hybrid clouds to provide additional resources 

to private clouds on an as-needed basis. If the private cloud has the processing 
power to handle its workloads, the hybrid cloud is not used. When workloads 
exceed the private cloud’s capacity, the hybrid cloud automatically allocates ad-
ditional resources to the private cloud.   

  Cloud computing    A commonly accepted de fi nition is provided by NIST: “Cloud 
computing is a model for enabling ubiquitous, convenient, on-demand network 
access to a shared pool of con fi gurable computing resources (e.g. networks, 
servers, storage, applications, and services) that can be rapidly provisioned and 
released with minimal management effort or service provider interaction.” The 
cloud model promotes availability and is composed of  fi ve essential character-
istics (on-demand self-service, broad network access, resource pooling, rapid 
elasticity, measured service), three service models (Infrastructure as a Service 
(IaaS), Platform as a Service (PaaS), and Software as a Service (SaaS)), and four 
deployment models.   

  Cloud Security Alliance (CSA)    A non-pro fi t organisation that promotes research 
into best practices for securing cloud computing.   

  Cloud Service Provider (CSP)    A provider of cloud services.   
  Composable Services Architecture (CSA)    This provides an architectural frame-

work for creating and managing composable services that can be created on 
demand and using general virtualisation techniques.   

       Glossary 
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  Data controller    An entity which alone, jointly, or in common with others determines 
the purposes for which and the manner in which any item of personal information 
is processed.   

  Data processor     A n entity which processes personal information on behalf and 
upon instructions of the data controller.   

  Data protection    A legal regime that governs the processing of personal data, i.e. 
personal information or data that identi fi es an individual data subject either directly 
or indirectly.   

  Data subject    An identi fi ed or identi fi able individual to whom personal informa-
tion relates, whether such identi fi cation is direct or indirect.   

  Direct Anonymous Attestation (DAA)    A cryptographic protocol that allows a 
user to convince a veri fi er in a privacy-friendly way that he or she uses a trusted 
platform (i.e. one that has embedded within it a certi fi ed hardware module: the 
Trusted Platform Module or TPM).   

  Dynamic Access Control Infrastructure (DACI)    This is created as a part of the 
general infrastructure created on demand and allows dynamic con fi guration and 
recon fi guration during operation. DACI includes necessary security services and 
mechanism to support security context management during the whole dynamically 
provisioned security services. Special DACI mechanisms such as bootstrapping 
allow binding of the virtualised security infrastructure and virtualisation platform.   

  Dynamic Security Association (DSA)    These are created during the provisioning 
of the virtual infrastructure as a part of the DACI creation.   

  Emulation    The act of using hardware and/or software to duplicate the functions of 
a  fi rst computer system in a different second computer system, so that the behav-
iour of the second system closely resembles the behaviour of the  fi rst system.   

  Enterprise Service Bus (ESB)    An industry adopted software architecture model 
and platform for designing and implementing the SOA-based services, applica-
tions, and infrastructures. ESB is primarily a Web Services-based platform using 
SOAP messaging, but recently ESB includes also support of the REST protocol.   

  Evidence    Material placed before a tribunal of fact, either a judge or jury, to support 
or counter an assertion.   

  Forensics    The gathering of material as potential evidence in legal proceedings.   
  GEANT Multidomain Bus (GEMBus)    The ESB-based middleware platform for 

composable services that allows creation and management of the multidomain 
composable services. Initially, GEMBus has been developed by the GEANT3 
project to support the Composable Services Architecture (CSA).   

  Hybrid cloud    A composition of two or more clouds that remain separate but 
between which there can be data and application portability. Under this model, 
users typically outsource non-business critical information and processing to 
the public cloud while keeping business critical services and data within their 
control.   

  Infrastructure as a Service (IaaS)    The delivery of computing resources as a 
service, including virtual machines and other abstracted hardware and operating 
systems; a model where a virtual IT infrastructure is rented by a user from a 
provider as a service.   
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  Infrastructure service    A generic IT infrastructure de fi nition includes the total set 
of foundation components and non-functional attributes that enable applications 
to function and are shared by many applications. Foundation infrastructure 
components include servers, datacentres, network, peripheral devices, OS, virtu-
alisation platforms, and end user devices. The cloud infrastructure may be multi-
layer, including internal cloud provider infrastructure whose virtualised instances 
are provided as services, and also external or inter-cloud infrastructure that can 
be provided by either cloud operators/brokers or network services providers.   

  Infrastructure Services Modelling Framework (ISMF)    This provides a basis 
for virtualisation and management of infrastructure resources, including descrip-
tion, discovery, modelling, composition, and monitoring.   

  Integrity    Trustworthiness of data or resources, usually phrased in terms of pre-
venting improper or unauthorised change.   

  Integrity modelling    The process of specifying the expected properties of a system 
in order to detect improper change.   

  Interception    The recording or monitoring of the content of a communication in 
the course of its transmission.   

  Invariant dependency graph    A graph that concisely represents the dependency 
relationships among scoped invariants.   

  Invariants detection    The process of deriving scoped invariant speci fi cations from 
a programme.   

  ISO 27001    An information security management system standard published by 
the International Organisation for Standardisation (ISO) and the International 
Electrotechnical Commission (IEC).   

  Information Technology Infrastructure Library (ITIL)    A set of practices for 
IT service management (ITSM), for example a set of policies concerned with 
information security management as de fi ned by ISO/IEC 27001 standards.   

  Jurisdiction    The authority of a body to act in a certain manner; the applicability of 
a law to certain persons, or the boundaries of a regulated  fi eld.   

  Law enforcement agency    Any public body given statutory powers to investigate 
and prosecute criminal conduct.   

  Multi-tenancy    An architecture in which a single instance of an application serves 
multiple customers who have the ability to change some parts such as the inter-
face, but not the code.   

  Mutual legal assistance    Bilateral or multilateral agreements between nation states 
under which a requesting state may request the formal assistance of the requested 
state for the provision of evidence, generally involving judicial processes.   

  Partner cloud    Cloud services offered by a provider to a limited and well-de fi ned 
number of parties.   

  Personally identi fi able information (PII)    Any information that could be used to 
identify or locate an individual (e.g. name, address) or information that can be 
correlated with other information to identify an individual (e.g. credit card number, 
postal code, Internet Protocol (IP) address).   

  Personal information or data    Facts, communications,, or opinions which relate to 
the individual and which it would be reasonable to expect him or her to regard 
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as intimate or sensitive and therefore want to restrict their collection, use, or 
sharing; alternatively data that identifi es an individual data subject either directly 
or indirectly.   

  Platform as a Service (PaaS)    The delivery of a solution stack for software 
development including a runtime environment and lifecycle management software, 
thereby allowing customers to develop new applications using APIs deployed 
and con fi gurable remotely.   

  Privacy    The fundamental right of an individual to have control over the processing of 
his or her personal information as well as to protect his or her intimate sphere.   

  Privacy impact assessment    A process that helps organisations to anticipate and 
address the likely privacy impacts of new initiatives, foresee problems, and 
negotiate solutions to ensure data protection compliance.   

  Private cloud     A  cloud infrastructure operated solely for an organisation, being 
accessible only within a private network and being managed by the organisation 
or a third party (potentially even off-premise).   

  Processing    Any operation or set of operations performed upon personal data, 
which includes obtaining and recording data; retrieval, consultation, or use of 
data; and the disclosure of data or making it available via other means.      

  Public cloud    A publicly accessible cloud infrastructure .    
  Rapid elasticity    The ability to scale resources both up and down as needed. To the 

consumer, the cloud appears to be in fi nite, and the consumer can purchase as 
much or as little computing power as they need.   

  Remote attestation    A trusted computing technique that enables a computer system 
in a networked environment to decide whether a target computer has integrity, 
e.g. whether it has the appropriate con fi guration and hardware/software stack, 
so it can be trusted.   

  Risk control    Mechanism deployed to mitigate a risk to an acceptable level.   
  Scoped invariant    The property that a certain object has a known good value 

between two system events.   
  Secure Token Service (STS)    A mechanism that conveys security context informa-

tion between services that may reside in different security and administrative 
domains. STS can issue and validate security tokens, support service identity 
federation, and federated identity delegation.   

  Security    Protection of information, especially via preservation of con fi dentiality, 
integrity, and availability.   

  Security Audit as a Service (SAaaS)    An infrastructure to support IT security audits 
of cloud computing infrastructures.   

  Sensitive data    Data related to an individual that is granted some measure of special 
treatment. Examples include information on religion or race, health, sexual orien-
tation, and union membership.   

  Service Delivery Framework (SDF)    This de fi nes the services provisioning stages, 
which de fi ne the services lifecycle and may be organised as a service provisioning 
work fl ow, and supporting infrastructure components that typically include services 
lifecycle management system.   
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  Service/resource lifecycle    In the context of resources and services virtualisation, 
the services or resources lifecycle includes a number of the following stages: 
request, creation/composition, deployment, operation, and decommissioning, 
generally de fi ned by a lifecycle management model. A virtualised or provisioned 
on-demand resources or services lifecycle is typically managed by a special life-
cycle management system.   

  Software as a Service (SaaS)    The delivery of applications as a service, available 
on demand and paid for on a per-use basis; a model of software deployment 
where users rent an application from a provider and use it as a service.   

  Static Security Association (SSA)    These exist between physical infrastructure 
components or are established before starting virtual infrastructure provisioning; 
in particular, SSA can be established based on the signed SLA for virtual infra-
structure creation.   

  Trusted computing    Technologies and proposals for resolving computer security 
problems through hardware enhancements (such as Trusted Platform Modules) 
and associated software modi fi cations.   

  Trusted Computing Group (TCG) Architecture    A set of standards created by 
the industry Trusted Computing Group. The TCG Architecture de fi nes abstract 
models, protocols, and functional components that allow the creation of trusted 
computing environments bound either to providers or user security domains.   

  Trusted Platform Module (TPM)    A key hardware component of the TCG 
Architecture that supports hardware-based cryptographic functions and is used 
for hardware authentication.   

  Ubiquitous network access    A scenario where a cloud provider’s capabilities are 
available over the network and can be accessed through standard mechanisms via 
both thick and thin clients.   

  Virtual infrastructure    Virtual infrastructure is created based on physical infra-
structure, individual computer/IT components, and network infrastructure using 
special virtualisation software that allows creation of virtualised instances of the 
physical resources that may be a combination or partition of the latter. Physical 
resources can run multiple instances of the virtual resources, and it is the func-
tion of the virtualisation software to provide virtual resource isolation and load 
balancing.   

  Virtualisation    This refers to the abstraction of compute resources (i.e. central 
processing unit (CPU), storage, network, memory, application stack, and data-
bases) from applications and end users consuming the service. The abstraction 
of infrastructure yields the notion of resource democratisation (whether infra-
structure, applications, or information) and provides the capability for pooled 
resources to be made available and accessible to anyone or anything authorised 
to utilise them via standardised methods.         
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