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Foreword

Writing books is not a new experience for me. I've been doing it since the age of 10.
Most of these books gather proverbial dust on this or that hard disk, others are being
pampered for limelight, others yet have been abandoned. There's no better place to
announce the demise of one project as at the birth of another. As you may have guessed,
my super-extensive mother-of-all Linux topics book is not going to be published any time
soon, as simple system administration no longer excites me. The single Apache chapter
remains a proof-of-concept poetic demonstration, an orphan of what might have been.

Instead, | have started casting my eye toward more advanced, more complex topics. Like
Linux crash analysis. This is a subject that has lots of unanswered mail threads and plain
text documents scattered all over the place, inaccessible to almost everyone, save the
tiny percentage of super geeks. Whether this should be so or not makes no difference.
There comes a need, there comes a man with an idea, and that man writes a book.

My personal and professional interest in the last three years has taken me down the path
of Linux kernel secrets, all the way into assembly code, where magic happens. | felt the
desire to learn what happens in the heart of the system. Like most technical topics, there
was some information to be found online, but it was cryptic, ambiguous, partial, nerdy,
or just not there at all. Dedoimedo is a reflection of how things ought to be after all.
I'm writing guides and tutorials and reviews the way | perceive the world - friendly and
accessible toward normal human beings. In a way, every article is an attempt to make
things a little clearer, a little more understandable. Step by step, nothing omitted, you
know the mantra.

Linux kernel crash is no exception. If you're familiar with my website, you know this book
is just a compilation of seven in-depth tutorials already posted and available freely for
everyone's use. But there's a difference between some HTML code, scattered around,
and a beautiful stylish book written in IATEX. Not much difference, | admit, but still
worth this fancy foreword.

This book is a product of several factors. First, my ego demands recognition, so I'm
making the best effort of appearing smart in the posh circles. Nothing like a book to
make you look wise and whatnot. Second, the book really makes sense, when you take
the entire crash series into consideration. Starting with crash tools via collection all the
way to analysis, plus some extras and general tips. It's an entire world, really, and it
belongs inside a single, comprehensive volume. Third, half a dozen Dedoimedo readers
contacted me by mail, asking that | compile my crash material into one document. | did
hint at a possible PDF given popular demand, so here we go.
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Linux Kernel Crash Book is 180 pages, 120 lovely screenshots and tons of excellent
information. You won't easily find better content on this subject, | guarantee you that.
You get this book for free, no strings attached. There's some copyright and disclaimer,
mainly designed to protect my intellectual rights and hard work, but nothing draconian.
Be fair and enjoy the knowledge shared with love and passion. If you happen to really
like this book, think about donating a few bucks. An officially published book would
probably cost between 20 and 40 dollars.

Now, this is no humble man’s marketing plot. | surely do not expect to get miraculously
rich this way. If you take my Golf GTI donation scheme as an example, it's a long way
before my pockets swell with booty. However, like any egocentric human being, | love
praise and recognition for my work. If you cannot or do not wish to donate money, then
spread the word and lavish me with compliments. That will do, too.

| am also considering getting the book printed, whether through self-publishing or by
insinuating my charm into an editor’s heart. So if you're looking for talented fresh new
blood to spatter the walls of glory, I'm your man. If you are a publisher and like my style
and knowledge, don't be shy, email me.

My readers, worry not! Even if this book goes pro, the online tutorials will always remain
there, for free. The emphasis on always is within the Planck limits of time and space,
excluding an occasional mega-meteor strike or a cosmic gamma ray burst event.

| guess that's all. This book is waiting for you to read it. Enjoy!

lgor Ljubuncic aka Dedoimedo

February 2011
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About

Dedoimedo (www.dedoimedo.com) is a website specializing in step-by-step tutorials in-
tended for human beings. Everything posted on my website is written in plain, down-to-
Earth English, with plenty of screenshot examples and no steps ever skipped. You won't
easily find tutorials simpler or friendlier than mine.

Dedoimedo lurks under the name of Igor Ljubuncic, a former physicist, currently living
the dream and working as a Linux Systems Expert, hacking the living daylight out of the
Linux kernel. Few people have the privilege to work in what is essentially their hobby
and passion and truly love it, so I'm most grateful for the beauty, freedom and infinite
possibilities of the open-source world. | also hold a bunch of certifications of all kinds,
but you can read more about those on my website.

Have fun!

18
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Copyright

Linux Kernel Crash Book is available under following conditions:

The book is free for personal and education purposes. Business organizations, companies
and commercial websites can also use the book without additional charges, however they
may not bundle it with their products or services. Said bodies cannot sell or lease the
book in return for money or other goods. Modifications are not permitted without an
explicit approval from the author. All uses must be accompanied with credits and a link
to www.dedoimedo.com.

You may also mirror and hotlink to this book. You must credit me for any such use.

In all eventualities, Dedoimedo retains all rights, explicit and implicit, to the original
material. The copyright section may change at any time, without prior notice. For any
questions, please contact me by email.
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Disclaimer

| am not very fond of disclaimers, but they are a necessary part of our world.
So here we go:

| must emphasize the purpose of this book is educational. It is not an official document
and should not be treated as such. Furthermore, | cannot take any responsibility for
errors, inaccuracies or damages resulting from the use of this book and its contents.

All of the material in this book has been carefully worded and prepared. However, if
for some reason you may feel this book infringes on copyright or intellectual property of
another work, please contact me with a detailed explanation pointing to the troublesome
parts and | will try to sort the problem in the best way possible.

This book has also been posted as a series of articles on my website. For any news,
changes or updates, you should always refer first to www.dedoimedo.com.

20
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Expectations

OK, so you got this book downloaded to your machine. What now? Are you going to
use it daily? Is it going to make you any smarter? Will you be more proficient using
Linux after reading this book? Will you become a hacker? Or perhaps a kernel expert?

Linux kernel crash analysis is not an everyday topic. It is very likely a niche topic, which
will interest only system administrators and professionals dabbling in the kernel. This
condition may stop you from reading the book, as you may not be either the person
maintaining server boxes nor the code developer trying to debug his drivers.

However, you may also consider this book as a very extensive learning lesson in what
goes behind the curtains of a typical Linux system. While you may not find immediate
use to the contents presented in this book, the general knowledge and problem solving
methods and tools you find here should serve you universally. Come the day, come the
opportunity, you will find this book of value.

| have written the book in a simple, linear, step-by-step manner, trying to make it
accessible even to less knowledgeable people. | am fully aware of the paradox in mixing
words inexperienced users with kernel crash analysis, but it does not have to be so.
Reading this book will provide you with the confidence and understanding of what makes
your Linux box tick. However, it cannot replace hands-on experience and intuition gained
from actual work with Linux systems.

Therefore, you may gains tons of knowledge, but you will not become a hacker, an expert
or a posh consultant just by reading the contents of this book. In fact, this book may
very well frustrate you. As simple as | tried to make it be, it's still super-uber-ultra geeky.
You could end spending hours rereading paragraphs, trying to figure out what's going
on, deciphering the crash analysis reports, and trying to replicate my examples. It is
important that you do not get discouraged. Even if glory does not await you at the last
page, | am convinced that by mastering this book you will gain valuable knowledge. For
some of you, it will be an eye-opener and maybe a very useful business tool. For others,
it will be a missing piece of the puzzle called Linux. Others yet might end waiting years
for the reward to appear.

To wrap this philosophical speech, Linux Kernel Crash Book is a highly technical piece
of education with immense practical applications. It is probably the most comprehensive
guide on the subject you will currently find available on the market, free, paid, hobbyist,
professional, or otherwise. It's ideally suited for administrators and IT experts. It can
also make home users happy, if they are willing to take the leap of faith.

Have fun.
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Errata

Here be fixes to errors, spelling mistakes and other issues found in the book.
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Part |

LKCD

1 Introduction

LKCD stands for Linux Kernel Crash Dump. This tool allows the Linux system to write
the contents of its memory when a crash occurs, so that they can be later analyzed for
the root cause of the crash.

Ideally, kernels never crash. In reality, the crashes sometimes occur, for whatever reason.
It is in the best interest of people using the plagued machines to be able to recover from
the problem as quickly as possible while collecting as much data available. The most
relevant piece of information for system administrators is the memory dump, taken at
the moment of the kernel crash.

Note: This book part refers to a setup on SUSE? 9.X systems.

1.1 How does LKCD work?

You won't notice LKCD in your daily work. Only when a kernel crash occurs will LKCD
kick into action. The kernel crash may result from a kernel panic or an oops or it may
be user-triggered. Whatever the case, this is when LKCD begins working, provided it has
been configured correctly. LKCD works in two stages:

1.1.1 Stage 1

This is the stage when the kernel crashes. Or more correctly, a crash is requested, either
due to a panic, an oops or a user-triggered dump. When this happens, LKCD kicks
into action, provided it has been enabled during the boot sequence. LKCD copies the
contents of the memory to a temporary storage device, called the dump device, which is
usually a swap partition, but it may also be a dedicated crash dump collection partition.
After this stage is completed, the system is rebooted.

L LKCD is an older utility and may not work well with modern kernels.
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1.1.2 Stage 2

Once the system boots back online, LKCD is initiated. On different systems, this takes
a different startup script. For instance, on a RedHat machine, LKCD is run by the
/etc/rc.sysinit script.

Next, LKCD runs two commands. The first command is lkcd config, which we will
review more intimately later. This commands prepares the system for the next crash.
The second command is lkcd save, which copies the crash dump data from its temporary
storage on the dump device to the permanent storage directory, called dump directory.

Along with the dump core, an analysis file and a map file are created and copied; we'll
talk about these separately when we review the crash analysis. A completion of this
two-stage cycle signifies a successful LKCD crash dump.

Figure 1: LKCD stages

Stage 1: M Stage 2:

Kernel crash is requested Linux boots; LKCD run
(panic, oops, user trigger)

lkcd config - prepares the
Memory image saved to system for next crash

dump device

Iyl L

lkecd save - dump copied to
dump directory

System rebooted
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2 LKCD Installation

The LKCD installation requires kernel compilation. This is a lengthy and complex pro-
cedure that takes quite a bit of time. It is impossible to explain how LKCD can be
installed without showing the entire kernel compilation in detail. The kernel compilation
is a delicate, complex process that merits separate attention; it will be presented in a
dedicated tutorial on www.dedoimedo.com. Therefore, we will assume that we have a
working system compiled with LKCD.

3 LKCD local dump procedure

3.1 Required packages

The host must have the lkcdutils package installed.

3.2 Configuration file

The LKCD configuration is located under /etc/sysconfig/dump. Back this up before
making any changes! We will have to make several adjustments to this file before we can
use LKCD.

3.2.1 Activate dump process (DUMP_ACTIVE)

To be able to use LKCD when crashes occur, you must activate it.

DUMP_ACTIVE="1" I

3.2.2 Configure the dump device (DUMP_DEVICE)

You should be very careful when configuring this directive. If you choose the wrong
device, its contents will be overwritten when a crash is saved to it, causing data loss.
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Therefore, you must make sure that the DUMPDEV is linked to the correct dump device.
In most cases, this will be a swap partition, although you can use any block device whose
contents you can afford to overwrite. Accidentally, this section partially explains why the

somewhat nebulous and historic requirement for a swap partition to be 1.5x the size of
RAM.

What you need to do is define a DUMPDEV device and then link it to a physical block
device; for example, /dev/sdbl. Let's use the LKCD default, which calls the DUMPDEV
directive to be set to /dev/vmdump.

DUMPDEV="/dev/vmdump" I

Now, please check that /dev/vmdump points to the right physical device. Example:

1ls -1 /dev/vmdump
lrwxrwxrwx 1 root root 5 Nov 6 21:53 /dev/vmdump ->/dev/sdab

/dev/sda5 should be your swap partition or a disposable crash partition. If the symbolic
link does not exist, LKCD will create one the first time it is run and will link /dev/vmdump
to the first swap partition found in the /etc/fstab configuration file. Therefore, if you do
not want to use the first swap partition, you will have to manually create a symbolic link
for the device configured under the DUMPDEYV directive.

3.2.3 Configure the dump directory (DUMPDIR)

This is where the memory images saved previously to the dump device will be copied and
kept for later analysis. You should make sure the directory resides on a partition with
enough free space to contain the memory image, especially if you're saving all of it. This
means 2GB RAM = 2GB space or more.

In our example, we will use /tmp/dump. The default is set to /var/log/dump.
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DUMPDIR="/tmp/dump" I

Figure 2: LKCD DUMPDIR directive change

dump-server (~/5hared) - gedit
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'# DUMPDIR is the location where crash dumps are saved. In that

# directory, a file called 'bounds' will be created, which is

'# the current index of the last crash dump saved. The 'bounds'

# file will be updated with an incremented once a new crash dump or
# crash report is saved.

#

'DUMPDIR="/tmp/dump"

3.2.4 Configure the dump level (DUMP_LEVEL)
This directive defines what part of the memory you wish to save. Bear in mind your

space restrictions. However, the more you save, the better when it comes to analyzing
the crash root cause.
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Table 1: LKCD dump levels

Value Action

DUMP_NONE (0) Do nothing, just return if called

DUMP_HEADER (1) | Dump the dump header and first 128K bytes out

DUMP_KERN (2) Everything in DUMP_HEADER and kernel pages only

DUMP_USED (4) Everything except kernel free pages

DUMP_ALL (8) All memory

3.2.5 Configure the dump flags (DUMP_FLAGS)

The flags define what type of dump is going to be saved. For now, you need to know
that there are two basic dump device types: local and network.

Table 2: LKCD dump flags

Value Action

0x80000000 | Local block device

0x40000000 | Network device

Later, we will also use the network option. For now, we need local.

DUMP_FLAGS="0x80000000" I
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3.2.6 Configure the dump compression level (DUMP_COMPRESS)

You can keep the dumps uncompressed or use RLE or GZIP to compress them. It's up
to you.

DUMP_COMPRESS="2" I

| would call the settings above the "must-have" set. You must make sure these directives
are configured properly for the LKCD to function. Pay attention to the devices you intend
to use for saving the crash dumps.

3.2.7 Additional settings

There are several other directives listed in the configuration file. These other directives
are all set to the the configuration defaults. You can find a brief explanation on each
below. If you find the section inadequate, please email me and I'll elaborate.

These include:

e DUMP_SAVE="1" - Save the memory image to disk.

e PANIC_TIMEOUT="5" - The timeout (in seconds) before a reboot after panic
oceurs.

e BOUNDS_LIMIT ="10" - A limit on the number of dumps kept .

e KEXEC_IMAGE="'/boot/vmlinuz" - Defines what kernel image to use after re-
booting the system; usually, this will be the same kernel used in normal production.

e KEXEC_CMDLINE="root console=tty0" - Defines what parameters the kernel
should use when booting after the crash; usually, you won't have to tamper with this
setting.
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3.3 Enable core dump capturing

The first step we need to do is enable the core dump capturing. In other words, we need
to sort of source the configuration file so the LKCD utility can use the values set in it.
This is done by running the lked config command, followed by lked query command,
which allows you to see the configuration settings.

lkcd config
lkcd query

The output is as follows:

Configured dump device: Oxffffffff

Configured dump flags: KL_DUMP_FLAGS_DISKDUMP

Configured dump level: KL_DUMP_LEVEL_HEADER| KL_DUMP_LEVEL_KERN
Configured dump compression method: KL_DUMP_COMPRESS_GZIP

3.4 Configure LKCD dump utility to run on startup

To work properly, the LKCD must run on boot. On RedHat and SUSE machines, you
can use the chkconfig utility to achieve this:

chkconfig boot.lkcd on I

After the reboot, your machine is ready for crash dumping. We can begin testing the
functionality. However, please note that disk-based dumping may not always succeed in
all panic situations. For instance, dumping on hung systems is a best-effort attempt.
Furthermore, LKCD does not seem to like the md RAID devices, presenting another
problem into the equation. Therefore, to overcome the potentially troublesome situations
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where you may end up with failed crash collections to local disks, you may want to
consider using the network dumping option. Therefore, before we demonstrate the LKCD
functionality, we'll study the netdump option first.

4 LKCD netdump procedure

Netdump procedure is different from the local dump in having two machines involved
in the process. One is the host itself that will suffer kernel crashes and whose memory
image we want to collect and analyze. This is the client machine. The only difference
from a host configured for local dump is that this machine will use another machine for
storage of the crash dump.

The storage machine is the netdump server. Like any server, this host will run a service
and listen on a port to incoming network traffic, particular to the LKCD netdump. When
crashes are sent, they will be saved to the local block device on the server. Other terms
used to describe the relationship between the netdump server and the client is that of
source and target, if you will: the client is a source, the machine that generates the
information; the server is the target, the destination where the information is sent. We
will begin with the server configuration.

5 Configure LKCD netdump server

5.1 Required packages

The server must have the following two packages installed: lkcdutils and lkcdutils-
netdump-server.

5.2 Configuration file

The configuration file is the same one, located under /etc/sysconfig/dump. Again, back
this file up before making any changes. Next, we will review the changes you need to
make in the file for the netdump to work. Most of the directives will remain unchanged,
so we'll take a look only at those specific to netdump procedure, on the server side.
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5.2.1 Configure the dump flags (DUMP_FLAGS)

This directive defines what kind of dump is going to be saved to the dump directory.
Earlier, we used the local block device flag. Now, we need to change it. The appropriate
flag for network dump is 0x40000000.

DUMP_FLAGS="0x40000000" I

5.2.2 Configure the source port (SOURCE_PORT)

This is a new directive we have not seen or used before. This directive defines on which
port the server should listen for incoming connections from hosts trying to send LKCD
dumps. The default port is 6688. When configured, this directive effectively turns a host
into a server - provided the relevant service is running, of course.

SOURCE_PORT="6688" I

5.2.3 Make sure dump directory is writable for netdump user

This directive is extremely important. It defines the ability of the netdump service to write
to the partitions / directories on the server. The netdump server run as the netdump
user. We need to make sure this user can write to the desired destination (dump)
directory. In our case:

install -o netdump -g dump -m 777 -d /tmp/dump I

You may also want to /s the destination directory and check the owner:group. It should
be netdump:dump. Example:
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1s -1d dump
drwxrwxrwx 3 netdump dump 96 2009-02-20 13:35 dump

You may also try getting away with manually chowning and chmoding the destination to
see what happens.

5.3 Configure LKCD netdump server to run on startup

We need to configure the netdump service to run on startup. Using chkconfig to demon-
strate:

chkconfig netdump-server on |

5.4 Start the server

Now, we need to start the server and check that it's running properly. This includes both
checking the status and the network connections to see that the server is indeed listening
on port 6688.

/etc/init.d/netdump-server start
/etc/init.d/netdump-server status

Likewise:

netstat -tulpen | grep 6688
udp 0 0 0.0.0.0:6688 0.0.0.0:% 479 37910 >> >>
22791 /netdump-server
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Everything seems to be in order. This concludes the server-side configurations.

6 Configure LKCD client for netdump

Client is the machine (which can also be a server of some kind) that we want to collect
kernel crashes for. When kernel crashes for whatever reason on this machine, we want it
to send its core to the netdump server. Again, we need to edit the /etc/sysconfig/dump
configuration file. Once again, most of the directives are identical to previous configura-
tions. In fact, by changing just a few directives, a host configured to save local dumps
can be converted for netdump.

6.1 Configuration file

6.1.1 Configure the dump device (DUMP_DEV)

Earlier, we have configured our clients to dump their core to the /dev/vmdump device.
However, network dump requires an active network interface. There are other consider-
ations in place as well, but we will review them later.

DUMP_DEV="eth0" I

6.1.2 Configure the target host IP address (TARGET_HOST)

The target host is the netdump server, as mentioned before. In our case, it's the server
machine we configured above. To configure this directive - and the one after - we need
to go back to our server and collect some information, the output from the ifconfig
command, listing the IP address and the MAC address. For example:

inet addr:192.168.1.3
HWaddr 00:12:1b:40:c7:63
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Therefore, our target host directive is set to:

TARGET_HOST="192.168.1.3" I

Alternatively, it is also possible to use hostnames, but this requires the use of hosts file,
DNS, NIS or other name resolution mechanisms properly set and working.

6.1.3 Configure target host MAC address (ETH_ADDRESS)

If this directive is not set, the LKCD will send a broadcast to the entire neighborhood?,
possibly inducing a traffic load. In our case, we need to set this directive to the MAC
address of our server:

ETH_ADDRESS="00:12:1b:40:c7:63

6.1.4 Configure target host port (TARGET_PORT)

We need to set this option to what we configured earlier for our server. This means port
6688.

TARGET_PORT="6688" I

6.1.5 Configure the source port (SOURCE_PORT)

Lastly, we need to configure the port the client will use to send dumps over network.
Again, the default port is 6688.

2 Please note that the netdump functionality is limited to the same subnet that the server runs on. In
our case, this means /24 subnet. We'll see an example for this shortly.

35



www.dedoimedo.com all rights reserved

SOURCE_PORT="6688" I

Figure 3: LKCD netdump client source port configuration
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# SOURCE_PORT is the port used on dumping machine to send dump data over
# the network. Default is 6688.

SOURCE_PORT=6688

6.2 Enable core dump capturing

Perform the same steps we did during the local dump configuration: run the lkcd config
and lkcd query commands and check the setup.

lkcd config
lkcd query

The output is as follows:

Configured dump device: Oxffffffff

Configured dump flags: KL_DUMP_FLAGS_NETDUMP

Configured dump level: KL_DUMP_LEVEL_HEADER| KL_DUMP_LEVEL_KERN
Configured dump compression method: KL_DUMP_COMPRESS_GZIP
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6.3 Configure LKCD dump utility to run on startup

Once again, the usual procedure:

chkconfig netdump-server on I

6.4 Start the lkcd-netdump utility

Start the utility by running the /etc/init.d/lkcd-netdump script.

/etc/init.d/lkcd-netdump start I

Watch the console for successful configuration message. If you see an image similar to
the one below, it means you have successfully configured the client and can proceed to
test the functionality.

Figure 4: LKCD netdump client successful configuration

kernel: netdump: local IP 3@
kernel: dump netdev: source
kernel: dump netdev: target

kernel: dump netdev: target
kernel:
kernel: Network device ethD successfully configured for

7 Test functionality

To test the functionality, we will force a panic on our kernel. This is something you
should be careful about doing, especially on your production systems. Make sure you
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backup all critical data before experimenting. To be able to create panic, you will have
to enable the System Request (SysRq) functionality on the desired clients, if it has not
already been set:

echo 1 > /proc/sys/kernel/sysrq I

And then force the panic:

echo ¢ > /proc/sysrq-trigger I

Watch the console. The system should reboot after a while, indicating a successful
recovery from the panic. Furthermore, you need to check the dump directory on the
netdump server for the newly created core, indicating a successful network dump. Indeed,
checking the destination directory, we can see the memory core was successfully saved.
And now we can proceed to analyze it.

Figure 5: Successful LKCD netdump procedure

drux——— Z netdump root vZ 2009-02-25 16:00
druxruxrwx 3 netdump dump 96 2009-02-25 15:57
—ry—————— 1 netdump root 645693440 2009-02-25 16:00 umcore

8 Problems

You may encounter a few issues working with LKCD. Most notably, you may see config-
uration and dump errors when trying to use the netdump functionality. Let's review a
typical case.

38



www.dedoimedo.com all rights reserved

8.1 Unsuccessful netdump to different network segment

As mentioned before, the netdump functionality is limited to the same subnet. Trying
to send the dump to a machine on a different subnet results in an error. This issue has
no solution. Your best bet is to use a dedicated netdump server on the same 256-host
subnet.

Figure 6: LKCD netdump failure

(%)

kernel: 3ysRq : Starting crash dump

kernel: Reconfiguring memory bank information....
kernel: This may take a while....

kernel: done waiting: U cpus not responding
kernel: Dumping to network device netdump on CPU 7

kernel: network dump failed due to handshake failure
kernel: dump dev uwrite failed terr -1

kernel: dump write header failed 'err -1

kernel: dump update header failed ! error -1

kernel: NETDUMP END!

kernel: Dump Incomplete or failed!

O Conclusion

LKCD is a very useful application, although it has its limitations. On one hand, it provides
with the critical ability to perform in-depth forensics on crashed systems post-mortem.
The netdump functionality is particularly useful in allowing system administrators to save
memory images after kernel crashes without relying on the internal hard disk space or
the hard disk configuration. This can be particularly useful for machines with very large
RAM, when dumping the entire contents of the memory to local partitions might be
problematic. Furthermore, the netdump functionality allows LKCD to be used on hosts
configured with RAID, since LKCD is unable to work with md partitions, overcoming the
problem.

However, the limitation to use within the same network segment severely limits the
ability to mass-deploy the netdump in large environments. It would be extremely useful
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if a workaround or patch were available so that centralized netdump servers can be used
without relying on specific network topography.

Lastly, LKCD is a somewhat old utility and might not work well on the modern kernels.
In general, it is fairly safe to say it has been replaced by the more flexible Kdump, which
we will review in the next Part.
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Part |l
Kdump

10 Introduction

Linux kernel is a rather robust entity. It is stable and fault-tolerable and usually does not
suffer irrecoverable errors that crash the entire system and require a reboot to restore
to normal production. Nevertheless, these kinds of problems do occur from time to
time. They are known as kernel crashes and are of utmost interest and importance to
administrators in charge of these systems. Being able to detect the crashes, collect them
and analyze them provides the system expert with a powerful tool in finding the root
cause to crashes and possibly solving critical bugs.

In the previous part (l), we have learned how to setup, configure and use Linux Kernel
Crash Dump (LKCD) utility. However, LKCD, being an older project, exhibited several
major limitations in its functionality: LKCD was unable to save memory dumps to local
RAID (md) devices and its network capability was restricted to sending memory cores
to dedicated LKCD netdump servers only on the same subnet, provided the cores were
under 4GB in size. Memory cores exceeding the 32-bit size barrier were corrupt upon
transfer and thus unavailable for analysis. The same-subnet also proved impractical for
large-scale operations with thousands of machines.

Kdump is a much more flexible tool, with extended network-aware capabilities. It aims
to replace LKCD, while providing better scalability. Indeed, Kdump supports network
dumping to a range of devices, including local disks, but also NFS areas, CIFS shares
or FTP and SSH servers. This makes if far more attractive for deployment in large
environments, without restricting operations to a single server per subnet.

In this part of the book, we will learn how to setup and configure Kdump for memory
core dumping to local disks and network shares. We will begin with a short overview of
basic Kdump functionality and terminology. Next, we will review the kernel compilation
parameters required to use Kdump. After that, we will go through the configuration file
and study each directive separately, step by step. We will also edit the GRUB menu
as a part of the Kdump setup. Lastly, we will demonstrate the Kdump functionality,
including manually triggering kernel crashes and dumping memory cores to local and
network devices. In the Appendix section (V), you will also be able to learn about

changes and new functionality added in later versions of Kdump, plus specific setups for
openSUSE and CentOS.
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Note: This book part refers to a setup on SUSE® 10.3 systems. The Appendix section
contains additional information about SUSE 11.X and RedHat* 5.X systems.

10.1 Restrictions

On one hand, this book will examine the Kdump utility in great detail. On the other, a
number of Kdump-related topics will be only briefly discussed. It is important that you
know what to expect.

10.1.1 Kernel compilation

| will not explain the Kernel compilation in this book, although | will explain the pa-
rameters required for proper Kdump functionality. The kernel compilation is a delicate,
complex process that merits separate attention; it will be presented in a dedicated tutorial
on www.dedoimedo.com.

10.1.2 Hardware-specific configurations

Kdump can also run on the Itanium (ia64) and Power PC (ppc64) architectures. However,
due to relative scarcity of these platforms in both the home and business use, | will focus
on the i386 (and x86-64) platforms. The platform-specific configurations for Itanium and
PPC machines can be found in the official Kdump documentation (see References (33)).

Now, let us begin.

10.2 How does Kdump work?

10.2.1 Terminology

To make things easier to understand, here's a brief lexicon of important terms we will
use in this book:

3 SUSE refers to both openSUSE and SUSE Linux Enterprise Server (SLES)
* RedHat refers to both CentOS and RedHat Enterprise Linux (RHEL)
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e Standard (production) kernel - kernel we normally work with

e Crash (capture) kernel - kernel specially used for collecting crash dumps®

Kdump has two main components — Kdump and Kexec.

10.2.2 Kexec

Kexec is a fastboot mechanism that allows booting a Linux kernel from the context of an
already running kernel without going through BIOS. BIOS can be very time consuming,
especially on big servers with numerous peripherals. This can save a lot of time for
developers who end up booting a machine numerous times.

10.2.3 Kdump

Kdump is a new kernel crash dumping mechanism and is very reliable. The crash dump
is captured from the context of a freshly booted kernel and not from the context of the
crashed kernel. Kdump uses Kexec to boot into a second kernel whenever the system
crashes. This second kernel, often called a crash or a capture kernel, boots with very
little memory and captures the dump image.

The first kernel reserves a section of memory that the second kernel uses to boot. Kexec
enables booting the capture kernel without going through BIOS hence the contents of
the first kernel's memory are preserved, which is essentially the kernel crash dump.

11 Kdump installation

There are quite a few requirements that must be met in order for Kdump to work.

5 | will sometimes use only partial names when referring to these two kernels. In general, if | do not
specifically use the words crash or capture to describe the kernel, this means we're talking about the
production kernel.
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e The production kernel must be compiled with a certain set of parameters required for
kernel crash dumping.

e The production kernel must have the kernel-kdump package installed. The kernel-
kdump package contains the crash kernel that is started when the standard kernel
crashes, providing an environment in which the standard kernel state during the crash
can be captured. The version of the kernel-dump package has to be identical to the
standard kernel.

If the operating system comes with a kernel already compiled to run and use Kdump,
you will have saved quite a bit of time. If you do not have a kernel built to support
the Kdump functionality, you will have to do quite a bit of work, including a lengthy
compilation and configuration procedure of both the standard, production kernel and the
crash (capture) kernel.

In this book, we will not go into details on kernel compilation. The compilation is a generic
procedure that does not directly relate to Kdump and demands dedicated attention. We
will talk about kernel compilation in a separate tutorial on www.dedoimedo.com. Here,
we will take the compilation for granted and focus on the configuration.

Nevertheless, although we won't compile, we will have to go through the list of kernel
parameters that have to be configured so that your system can support the Kexec/Kdump
functionality and collect crash dumps. These parameters need to be configured prior to
kernel compilation.

The simplest way to configure kernel parameters is to invoke a kernel configuration wizard
such as menuconfig or xconfig.

The kernel configuration wizard can be text (menuconfig) or GUI driven (xconfig). In
both cases, the wizard contains a list of categories, divided into subcategories, which
contain different tunable parameters. Just to give you an impression of what kernel
compilation configuration looks like, for those of you who have never seen one:
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Figure 7: Kernel compilation wizard
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What you see above is the screenshot of a typical kernel configuration menu, ran inside the
terminal. The wizard uses the text interface and is invoked by typing make menuconfig.
Notice the category names; we will refer to them soon.

We will now go through the list of kernel parameters that need to be defined to enable
Kdump/Kexec to function properly. For the sake of simplicity, this book part focuses on
the x86 (x86_64) architecture. For some details about other platforms and exceptions,
please refer to the Appendix (V) and the official documentation.

11.1 Standard (production) kernel

The standard kernel can be a vanilla kernel downloaded from The linux Kernel Archives
or one of your favorite distributions. Whichever you choose, you will have to configure
the kernel with the following parameters:

11.1.1 Under Processor type and features

Enable Kexec system call: This parameter tells the system to use Kexec to skip BIOS
and boot (new) kernels. It is critical for the functionality of Kdump.

CONFIG_KEXEC=y I
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Enable kernel crash dumps: Crash dumps need to be enabled. Without this option,
Kdump will be useless.

CONFIG_CRASH_DUMP=y l

Optional: Enable high memory support (for 32-bit systems): You need to con-
figure this parameter in order to support memory allocations beyond the 32-bit (4GB)
barrier. This may not be applicable if your system has less than 4GB RAM or if you're
using a 64-bit system.

CONFIG_HIGHMEM4G=y I

Optional: Disable Symmetric Multi-Processing (SMP) support: Kdump can
only work with a single processor. If you have only a single processor or you run your
machine with SMP support disabled, you can safely set this parameter to (n).

CONFIG_SMP=y I

On the other hand, if your kernel must use SMP for whatever reason, you will want to
set this directive to (y). However, you will have to remember this during the Kdump
configuration. We will have to set Kdump to use only a single CPU. It is very important
that you remember this!

To recap, you can either disable SMP during the compilation - OR - enable SMP but
instruct Kdump to use a single CPU. This instruction is done by changing the Kdump
configuration file. It is NOT a part of the kernel compilation configuration.

The configuration file change requires that one of the options be configured in a particular
manner. Specifically, the directive below needs to be set in the Kdump configuration file
under /etc/sysconfig/kdump AFTER the kernel has been compiled and installed.
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KDUMP_COMMANDLINE_ APPEND="maxcpus=1 " I

11.1.2 Under Filesystems > Pseudo filesystems

Enable sysfs file system support: Modern kernel support (2.6 and above) this setting
by default, but it does not hurt to check.

CONFIG_SYSFS=y I

Enable /proc/vmcore support: This configuration allows Kdump to save the memory
dump to /proc/vmcore. We will talk more about this later. Although in your setup you
may not use the /proc/vmcore as the dump device, for greatest compatibility, it is
recommended you set this parameter to (y).

CONFIG_PROC_VMCORE=y I

11.1.3 Under Kernel hacking

Configure the kernel with debug info: This parameter means the kernel will be built
with debug symbols. While this will increase the size of the kernel image, having the
symbols available is very useful for in-depth analysis of kernel crashes, as it allows you to
trace the problems not only to problematic function calls causing the crashes, but also
the specific lines in relevant sources. We will talk about this in great detail when we
setup the crash, Icrash and gdb debugging utilities in the next part (ll1).

CONFIG_DEBUG_INFO=y I
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11.1.4 Other settings

Configure the start section for reserved RAM for the crash kernel®: This is a
very important setting to pay attention to. To work properly, the crash kernel uses a
piece of memory specially reserved to it. The start section for this memory allocation
needs to be defined. For instance, if you intend to start the crash kernel RAM at 16MBY,
then the value needs to be set to the following (in hexadecimal):

CONFIG_PHYSICAL_START=0x1000000 I

Configure kdump kernel so it can be identified: Setting this suffix allows kdump
to select the right kernel for boot, since there may be several kernels under /boot on your
system. In general, the rule of thumb calls for the crash kernel to be named the same
as your production kernel, save for the -kdump suffix. You can check this by running the
uname -r command in terminal, to see the kernel version you run and then check the
files listed in the /boot directory.

CONFIG_LOCALVERSION="-kdump" I

Please note that the above table is neither a holy bible nor rocket science. As always, it is
quite possible that my observations are limited and apply only to a very specific, private
setup. Therefore, please exercise discretion when using the above table for reference,
taking into consideration the fact that you may not experience the same success as
myself. That said, | have thoroughly tested the setup and it works flawlessly.

Now, your next step is to compile the kernel. | cannot dedicate the resource to cover
the kernel compilation procedure at this point. However, if you're using Kdump as a
part of your production environment - rather than household hobby - there are pretty fair
chances you will have dedicated support from vendors, which should provide you with

© This parameter need special attention on openSUSE 11 and higher. Please refer to Appendix (V) for
more details.

" You may use other values that suit your operational needs. Make sure the allocation does not conflict
with reserved memory used by the kernel or kernel modules.
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the kernel already compiled for Kdump. | apologize for this evasion, but | must forgo the
kernel compilation for another time.

Modern distributions, especially those forked off enterprise solutions, are configured to
use Kdump. openSUSE 11.1 is a good example; you will only have to install the missing
RPMs and edit the configuration file to get it to work. We will discuss openSUSE 11.1
some more later in the book.

11.2 Crash (capture) kernel

This kernel needs to be compiled with the same parameters as above, save one exception.
Kdump does not support compressed kernel images as crash (capture) kernels®. There-
fore, you should not compress this image. This means that while your production kernels
will most likely be named vmlinuz, the Kdump crash kernels need to be uncompressed,
hence named vmlinux, or rather vmlinux-kdump.

12 Kdump packages & files

12.1 Kdump packages

This is the list of required packages that must be installed on the system for Kdump to
work. Please note that your kernel must be compiled properly for these packages to work
as expected. It is very likely that you will succeed in installing them anyhow, however
this is no guarantee that they will work.

Table 3: Kdump required packages

Package name | Package info

kdump Kdump package

kexec-tools Kexec package

kernel-debuginfo® | Crash analysis package (optional)

8 This has changed in the more recent versions of Kdump. Please refer to the Appendix (V) for more
details.
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The best way to obtain these packages is from your software repositories. This guarantees
you will be using the most compatible version of Kdump and Kexec. For example, on
Debian-based systems, you can use the apt-get install command to fetch the necessary
packages:

apt-get install <package name> I

Likewise, please note that the production kernel also must have the kernel-kdump package
installed. This package contains the crash kernel that is started when the standard kernel
crashes, providing an environment in which the standard kernel state during the crash can
be captured. The version of this package has to be identical to the production kernel.
For details about how to obtain the kernel-kdump and kexec-tools packages not via the
software repositories, please refer to the Appendix (V).

12.2 Kdump files

Here's the list of the most important Kdump-related files:

Table 4: Kdump files

Path Info
/etc/init.d/kdump?® Kdump service
/etc/sysconfig/kdump!? Kdump configuration file
/usr/share/doc/packages/kdump | Kdump documentation

The Kdump installation also includes the GDB Kdump wrapper script (gdb-kdump),
which is used to simplify the use of GDB on Kdump images. The use of GDB, as well as

9 The kernel-debuginfo package needs to match your kernel version - default, smp, etc.
1 The startup script has changed on the recent versions of SUSE systems.

1 The configuration file on RedHat-based systems is located under /boot/kdump.conf.
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other crash analysis utilities requires the presence of the kernel-debuginfo package. On
SUSE systems, the Kdump installation also includes the YaST module (yast2-kdump).

13 Kdump configuration

In the last section, we went through the kernel configuration parameters that need to be
set for Kexec/Kdump to work properly. Now, assuming you have a functioning kernel that
boots to the login screen and has been compiled with the relevant parameters, whether
by a vendor or yourself, we will see what extra steps we need to take to make Kdump
actually work and collect crash dumps.

We will configure Kdump twice: once for local dump and once for network dump, similarly
to what we did with LKCD. This is a very important step, because LKCD is limited to
network dumping only within the specific subnet of the crash machine. Kdump offers a
much greater, more flexible network functionality, including FTP, SSH, NFS and CIFS
support.

13.1 Configuration file

The configuration file for Kdump is /etc/sysconfig/kdump. We will start with the basic,
local dump functionality. Later, we will also demonstrate a crash dump over network.
You should save a backup before making any changes!

13.1.1 Configure KDUMP_KERNELVER

This setting refers to the CONFIG_LOCALVERSION kernel configuration parameter that
we reviewed earlier. We specified the suffix -kdump, which tells our system to use kernels
with -kdump suffix as crash kernels. Like the short description paragraph specifies, if no
value is used, the most recently installed Kdump kernel will be used. By default, crash
kernels are identified by the -kdump suffix.

In general, this setting is meaningful only if non-standard suffices are used for Kdump
kernels. Most users will not need touch this setting and can leave it at the default value,
unless they have very specific needs that require certain kernel versions.
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KDUMP_KERNELVER="" I

Figure 8: Kdump kernel version configuration
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kdump X
## Type: string
## Default: "kdump"
## ServiceRestart: kdump

#

# Kernel Version string for the -kdump kernel, such as 2.6.16-5-kdump
# If no version is specified, then the init script will try to find a
# kdump kernel with the same version number as the running kernel.

# The init script will use a kernel named:

# /boot/vmlinux- SKDUMP_KERNELVER
# Using "kdump" will default to the most recently installed kdump kernel.

#
KDUMP_KERNELVER=""

13.1.2 Configure KDUMP_COMMANDLINE

This settings tells Kdump the set of parameters it needs to boot the crash kernel with.
In most cases, you will use the same set as your production kernel, so you won't have to
change it. To see the current set, you can issue the cat command against /proc/cmdline.
When no string is specified, this is the set of parameters that will be used as the default.
We will use this setting when we test Kdump (or rather, Kexec) and simulate a crash

kernel boot.

KDUMP_COMMANDLINE="" I
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Figure 9: Kdump command line configuration
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## Type: string

## Default: e

## ServiceRestart: kdump

#

# The kdump commandline is the command line that needs to be passed off to
# the kdump kernel. This will likely match the contents of the grub kernel

# line. For example:

KDUMP_COMMANDLINE="ro root=LABEL=/"
f a command line is not specified, the default will be taken from

#
# I

# /proc/cmdline
#

KDUMP_COMMANDLINE=""

13.1.3 Configure KDUMP_COMMANDLINE_APPEND

This is a very important directive. It is extremely crucial if you use or have to use an SMP
kernel. We have seen earlier during, the configuration of kernel compilation parameters,
that Kdump cannot use more than a single core for the crash kernel. Therefore, this
parameter is a MUST if you're using SMP. If the kernel has been configured with SMP
disabled, you can ignore this setting.

KDUMP_COMMANDLINE_ APPEND="MAXCPUS=1 " I
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Figure 10: Kdump command line append configuration
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kdump 3
## Type: string
## Default: e
## ServiceRestart: kdump
#

# Set this variable if you only want to _append_ values to the default
# command line string. The string gets also appended if KDUMP_COMMANDL INE

# is set,
#

KDUMP_COMMANDLINE_APPEND="maxcpus=1 "

13.1.4 Configure KEXEC_OPTIONS

As we've mentioned earlier, Kexec is the mechanism that boots the crash kernel from the
context of the production kernel. To work properly, Kexec requires a set of arguments.
The basic set used is defined by the /proc/cmdline. Additional arguments can be specified
using this directive. In most cases, the string can be left empty. However, if you receive
strange errors when starting Kdump, it is likely that Kdump on your particular kernel
version cannot parse the arguments properly. To make Kdump interpret the additional
parameters literally, you may need to add the string —args-linux.

You should try both settings and see which one works for you. If you're interested, you
can Google for “—args-linux” and see a range of mailing list threads and bug entries
revolving around this subject. Nothing decisive, so trial is your best choice here. We'll
discuss this some more later on.

KDUMP_OPTIONS="--args-linux " I
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Figure 11: Kdump options configurations
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## Type: string
## Default: e
## ServiceRestart: kdump

#

# Additional arguments passed to kexec. For example, to generate
# ELF32 dump on x86-64 to allow i386 systems to read dump, set
--elf32-core-headers" here,

#
#
# Keep this empty in most cases.
#

KEXEC_OPTIONS="--args-linux "

13.1.5 Configure KDUMP_RUNLEVEL

This is another important directive. If defines the runlevel into which the crash kernel
should boot. If you want Kdump to save crash dumps only to a local device, you can
set the runlevel to 1. If you want Kdump to save dumps to a network storage area, like
NFS, CIFS or FTP, you need the network functionality, which means the runlevel should
be set to 3. You can also use 2, 5 and s. If you opt for runlevel 5 (not recommended),
make sure the crash kernel has enough memory to boot into the graphical environment.
The default 64MB is most likely insufficient.

KDUMP_RUNLEVEL="1" I

13.1.6 Configure KDUMP_IMMEDIATE_REBOOT

This directive tells Kdump whether to reboot out of the crash kernel once the dump is
complete. This directive is ignored if the KDUMP_DUMPDEV parameter (see below)
is not empty. In other words, if a dump device is used, the crash kernel will not be
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rebooted until the transfer and possibly additional post-processing of the dump image to
the destination directory are completed. You will most likely want to retain the default
value.

KDUMP_IMMEDIATE_REBOQT="yes" I

13.1.7 Configure KDUMP_TRANSFER

This setting tells Kdump what to do with the dumped memory core. For instance,
you may want to post-process it instantly. KDUMP_TRANSFER requires the use of
a non-empty KDUMP_DUMPDEV directive. Available choices are /proc/vmcore and
/dev/oldmem. This is similar to what we've seen with LKCD utility. Normally, either
/proc/vmcore or /dev/oldmem will point out to a non-used swap partition.

For now, we will use only the default setting, which is just to copy the saved core image to
KDUMP_SAVEDIR. We will talk about the DUMPDEV and SAVEDIR directives shortly.
However, we will study the more advanced transfer options only when we discuss crash
analysis utilities.

KDUMP_TRANSFER="" I

13.1.8 Configure KDUMP_SAVEDIR

This is a very important directive. It tells us where the memory core will be saved.
Currently, we are talking about local dump, so for now, our destination will point to a
directory on the local filesystem. Later on, we will see a network example. By default,
the setting points to /var/log/dump.

KDUMP_SAVEDIR="file:///var/log/dump" I
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We will change this to:

KDUMP_SAVEDIR="file:///tmp/dump" I

Please pay attention to the syntax. You can also use the absolute directory paths inside
the quotation marks without prefix, but this use is discouraged. You should specify what
kind of protocol is used, with file:// for local directories, nfs:// for NFS storage and
so on. Furthermore, you should make sure the destination is writable and that is has
sufficient space to accommodate the memory cores. The KDUMP_SAVEDIR directive
can be used in conjunction with KDUMP_DUMPDEV, which we will discuss a little later
on.

13.1.9 Configure KDUMP_KEEP_OLD_DUMPS

This settings defines how many dumps should be kept before rotating. If you're short on
space or are collecting numerous dumps, you may want to retain only a small number
of dumps. Alternatively, if you require a backtrace as long and thorough as possible,
increase the number to accommodate your needs. The default value is 5:

KEEP_OLD_DUMPS=5 I

To keep an infinite number of old dumps, set the number to 0. To delete all existing
dumps before writing a new one, set the number to -2. Please note the somewhat strange
values, as they are counterintuitive.

Table 5: Kdump dump retention

Value | Dumps kept

0 all (infinite number)

-2 none
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13.1.10 Configure KDUMP_FREE_DISK_SIZE

This value defines the minimum free space that must remain on the target partition,
where the memory core dump destination directory is located, after accounting for the
memory core size. If this value cannot be met, the memory core will not be saved, to
prevent possible system failure. The default value is 64MB. Please note it has nothing to
do with the memory allocation in GRUB. This is an unrelated, purely disk space setting.

KDUMP_FREE_DISK="64GB" I

13.1.11 Configure KDUMP_DUMPDEV

This is a very important directive. We have mentioned it several times before. KDUMP_
DUMPDEV does not have to be used, but you should carefully consider whether you
might need it. Furthermore, please remember that this directive is closely associated with
several other settings, so if you do use it, the functionality of Kdump will change.

First, let's see when it might be prudent to use KDUMP_DUMPDEYV : Using this directive
can be useful if you might be facing filesystem corruption problems. In this case, when
a crash occurs, it might not be possible to mount the root filesystem and write to the
destination directory (KDUMP_SAVEDIR). Should that happen, the crash dump will fail.
Using KDUMP_DUMPDEYV allows you to write to a device or a partition in raw mode,
without any consideration to underlying filesystem, circumventing any filesystem-related
problems.

This also means that there will be no KDUMP_IMMEDIATE_REBQOOT ; the directive
will also be ignored, allowing you to use the console to try to fix system problems manually,
like check the filesystem, because no partition will be mounted and used. Kdump will
examine the KDUMP_DUMPDEYV directive and if it's not empty, it will copy the contents
from the dump device to the dump directory (KDUMP_SAVEDIR).

On the other hand, using KDUMP_DUMPDEYV increases the risk of disk corruption in
the recovery kernel environment. Furthermore, there will be no immediate reboot, which
slows down the restoration to production. While such a solution is useful for small scale
operations, it is impractical for large environments. Moreover, take into account that
the dump device will always be irrecoverably overwritten when the dump is collected,
destroying data present on it. Secondly, you cannot use an active swap partition as the
dump device.
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KDUMP_DUMPDEV="" I

Figure 12: Kdump DUMPDEV configuration
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## Type: string
## Default: "
#
#
# Specifies the dump device that is used for saving the dump with the kdump
# kernel. The dump device normally is a disk partition. You don't need to
# specify a dump device here. Then the dump is written to KDUMP_SAVEDIR when
# booting from the kdump kernel.
#
# If KDUMP_DUMPDEV points to a device file, the dump is written to that device
# when running the kdump kernel. The advantage over writing the dump to
# disk immediately is that you don't have to mount the root file system (which
# may be corrupted!) just to write the dump. So if the root file system is
# corrupted, you have the chance to fix the file system manually and reboot the
# system without loosing the dump information. On the first normal boot which
# is able to successfully mount the root file system, the dump is saved to
# KDUMP_SAVEDIR as usual.
#
# Important: The KDUMP_DUMPDEV is overwritten by kdump, so don't use it for
# saving any data. Also don't use the currently used swap partition.
#

KDUMP_DUMPDEV=""

13.1.12 Configure KDUMP_VERBOSE

This is a rather simple, administrative directive. It tells how much information is output to
the user, using bitmask values in a fashion similar to the chmod command. By default, the
Kdump progress is written to the standard output (STDOUT) and the Kdump command
line is written into the syslog. If we sum the values, we get command line (1) + STDOUT
(2) = 3. See below for all available values:
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KDUMP_VERBOSE=3 I

Table 6: Kdump verbosity configuration

Value | Action

1 Kdump command line written to syslog

2 Kdump progress written to STDOUT

4 Kdump command line written to STDOUT

8 Kdump transfer script debugged

13.1.13 Configure KDUMP_DUMPLEVEL

This directive defines the level of data provided in the memory dump. Values range from
0 to 32. Level 0 means the entire contents of the memory will be dumped, with no detail
omitted. Level 32 means the smallest image. The default value is 0.

KDUMP_DUMPLEVEL="0" I

You should refer to the configuration file for exact details about what each level offers
and plan accordingly, based on your available storage and analysis requirements. You are
welcome to try them all. | recommend using 0, as it provides most information, even
though it requires hefty space.
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Figure 13: Kdump DUMPLEVEL configuration
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## Type: integer
## Default: o

#

# Determines the dump level. If KDUMP_DUMPLEVEL '= 0, then makedumpfile
# is used to strip pages that may not be necessary for analysing. 0 means
# no stripping, and 31 is the maximum dump level, i.e. 0 produces the

# largest dump files and 31 the smallest,

#

# The following table from makedumpfile(8) shows what each dump level

# means:

# dump | zero | cache|cache | user | free
# level | page | page |private| data | page
#F =020 assssa=s R frsanns R R dommmn
# 0| | | I I
# 1] x | I I I
# 2 | | X | I I
# X x| | |
# 4 | | x| x| I
# s x | x | X I I
# 6 | | X | X I I
# rpx x| x| |
# 8 | | | | x|
# o1 x| I | x|
# 10 | | X | | X |

13.1.14 Configure KDUMP_DUMPFORMAT

This setting defines the dump format. The default selection is ELF, which allows you
to open the dump with gdb and process it. You can also use compressed, but you can
analyze the dump only with the crash utility. We will talk about these two tools in great
detail in the next part. The default and recommended choice is ELF, even though the
dump file is larger.

KDUMP_DUMPLEVEL="ELF" I
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13.2 GRUB menu changes

Because of the way it works, Kdump requires a change to the kernel entry in the GRUB
menu. As you already know, Kdump works by booting from the context of the crashed
kernel. In order for this feature to work, the crash kernel must have a section of mem-
ory available, even when the production kernel crashes. To this end, memory must be
reserved.

In the kernel configurations earlier, we declared the offset point for our memory reserva-
tion. Now, we need to declare how much RAM we want to give our crash kernel. The
exact figure will depend on several factors, including the size of your RAM and possibly
other restrictions. If you read various sources online, you will notice that two figures are
mostly used: 64MB and 128MB. The first is the default configuration and should work.
However, if it proves unreliable for whatever reason, you may want to try the second
value. Test-crashing the kernel a few times should give you a good indication whether
your choice is sensible or not.

Now, let us edit the GRUB configuration file'?. First, make sure you backup the file
before any changes.

cp /boot/grub/menu.lst /boot/grub/menu.lst-backup I

Open the file for editing. Locate the production kernel entry and append the following:

crashkernel=XMQOYM I

YM is the offset point we declared during the kernel compilation - or has been configured
for us by the vendor. In our case, this is 16M. XM is the size of memory allocated to
the crash kernel. Like I've mentioned earlier, the most typical configuration will be either
64M or 128MB. Therefore, the appended entry should look like:

121 you're using GRUB2, the editing of the configuration file must be done via scripts and not manually.
Please refer to www.dedoimedo.com for a complete GRUB2 tutorial.
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crashkernel=64MQ16M I

A complete stanza inside the menu.list file:

title Some Linux
root (hd0,1) kernel /boot/vmlinuz root=/dev/sdal
resume=/dev/sdab splash=silent crashkernel=64MQ@16M

13.3 Set Kdump to start on boot

We now need to enable Kdump on startup. This can be done using chkconfig or sysv-
rc-conf utilities on RedHat- or Debian-based distros, respectively. For a more detailed
tutorial about the usage of these tools, please take a look at this tutorial online.

For example, using the chkconfig utility 13:

chkconfig dump on |

Changes to the configuration file require that the Kdump service be restarted. However,
the Kdump service cannot run unless the GRUB menu change has been affected and the
system rebooted. You can easily check this by trying to start the Kdump service:

/etc/init.d/kdump start I

If you have not allocated the memory or if you have used the wrong offset, you will get
an error. Something like this:

13The service name has changed in SUSE 11 and above; please refer to Appendix (V) for more details.
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/etc/init.d/kdump start

Loading kdump failed

Memory for crashkernel is not reserved

Please reserve memory by passing "crashkernel=XQY"
parameter to the kernel Then try loading kdump kernel

If you receive this error, this means that the GRUB configuration file has not been edited
properly. You will have to make the right changes, reboot the system and try again.
Once this is done properly, Kdump should start without any errors. We will mention this
again when we test our setup. This concludes the configurations section. Now, let’s test
it.

14 Test configuration

Before we start crashing our kernel for real, we need to check that our configuration really
works. This means executing a “dry"” run with Kexec. In other words, configure Kexec to
load with desired parameters and boot the crash (capture) kernel. If you successfully pass
this stage, this means your system is properly configured and you can test the Kdump
functionality with a real kernel crash.

Again, if your system comes with the kernel already compiled to use Kdump, you will have
saved a lot of time and effort. Basically, the Kdump installation and the configuration
test are completely unnecessary. You can proceed straight away to using Kdump.

14.1 Configurations

14.1.1 Kernel

First, let's quickly check that our kernel has been compiled with relevant parameters*:

This configuration is relevant for SUSE-based systems. On RedHat-based systems, the kernel config-
uration is located under /boot/config.
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zcat /proc/config.gz I

If everything is as expected, we can proceed on to the next step. Please note that
/proc/config.gz is not available for all distributions.

14.1.2 GRUB menu

Next, you need to make sure your production kernel is configured to allocate memory to
the crash kernel. This means that the crashkernel=XMQ@YM string has to be appended
to the relevant GRUB kernel entry and that you're using the correct offset, as specified
in the kernel parameters. As we've seen earlier, the memory allocation requires a reboot
to take effect. Then, try to start the Kdump service:

/etc/init.d/kdump start I

If you have not allocated the memory or used the wrong offset, you will get an error.
Something like this:

/etc/init.d/kdump start

Loading kdump failed

Memory for crashkernel is not reserved

Please reserve memory by passing "crashkernel=XQY"
parameter to the kernel Then try loading kdump kernel

The error is quite descriptive and rather self-explanatory. You will have to edit the GRUB
configuration file, reboot and try again. Once you do it properly, Kdump should start
without any errors.

65



www.dedoimedo.com all rights reserved

14.2 Load Kexec with relevant parameters

Our first step is to load Kexec with desired parameters into the existing kernel. Usually,
you will want Kdump to run with the same parameters your production kernel booted
with. So, you will probably use the following configuration to test Kdump:

/usr/local/sbin/kexec -1 /boot/vmlinuz-‘uname -r°
-—-initrd=/boot/initrd-‘uname -r°¢
--command-line=‘cat /proc/cmdline‘

Then, execute Kexec (it will load the above parameters):

/usr/local/sbin/kexec -e I

Your crash kernel should start booting. As said before, it will skip BIOS, so you should
see the boot sequence in your console immediately. If this step completes successfully
without errors, you are on the right path. | would gladly share a screenshot here, but it
would look just like any other boot, so it's useless. The next step would be to load the
new kernel for use on panic. Reboot and then test:

/usr/local/sbin/kexec -p I

14.2.1 Possible errors

At this stage, you may encounter a possible error. Something like this:
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kexec_load failed: Cannot
assign requested address

entry = 0x96550 flags = 1
nr_segments = 4

segment [0] .buf = 0x528aal
segment [0] .bufsz = 2044
segment [0] .mem = 0x93000
segment [0] .memsz = 3000
segment [1] .buf = 0x521880
segment [1] .bufsz = 7100
segment [1] .mem = 0x96000
segment [1] .memsz = 9000
segment [2] .buf = 0x2aaaaaf1f010
segment [2] .bufsz = 169768
segment [2] .mem = 0x100000
segment [2] .memsz = 16a000
segment [3] .buf = 0x2aaaabl1e010
segment [3] .bufsz = 2f5a36
segment [3] .mem = 0xdf918000

If this happens, this means you have one of the three following problems:

1. You have not configured the production kernel properly and Kdump will not work.
You will have to go through the installation process again, which includes compiling

the kernel with relevant parameters.

2. The Kexec version you are using does not match the kernel-kdump package. Make
sure the right packages are selected. You should check the installed versions of the
two packages - kernel-kdump and kexec-tools. Refer to the official website for details.

3. You may be missing —args-linux in the configuration file, under KEXEC_OPTIONS.

Once you successfully solve this issue, you will be able to proceed with testing. If the
crash kernel boots without any issues, this means you're good to go and can start using

Kdump for real.

67


http://lse.sourceforge.net/kdump/

www.dedoimedo.com all rights reserved

15 Simulate kernel crash

We can begin the real work here. Like with LKCD, we will simulate a crash and watch
magic happen. To manually crash the kernel, you will have to enable the System Request
(SysRq) functionality (A.K.A. magic keys), if it has not already been enabled on your
system(s), and then trigger a kernel panic. Therefore, first, enable the SysRq:

echo 1 > /proc/sys/kernel/sysrq I

Then, crash the kernel:

/echo ¢ > /proc/sysrq-trigger I

Now watch the console. The crash kernel should boot up. After a while, you should
see Kdump in action. Let's see what happens in the console. A small counter should
appear, showing you the progress of the dump procedure. This means you have most
likely properly configured Kdump and it's working as expected. Wait until the dump
completes. The system should reboot into the production kernel when the dump is
complete.

Figure 14: Console view of crash kernel dumping memory core

etting flag _elfe4 to true

[ 28 %]

Indeed, checking the destination directory, you should see the vmcore file °.

150n more modern versions of openSUSE, the contents of the directory include additional files. Please
refer to Memory cores (18.4) in the Crash Collection part and Appendix (V) for more details.
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Figure 15: Contents of dumped memory core directory

druxr—-xr-x Z root root 4096 Z2009-03-05 15:17
druxr-x—— 3 root root 4096 Z2009-03-05 15:17
—ry————— 1 root root Z60005768 Z009-03-05 15:18 umcore

This concludes the local disk dump configuration. Now, we will see how Kdump handles
network dump.

16 Kdump network dump functionality

Being able to send kernel crash dumps to network storage makes Kdump attractive for
deployment in large environments. It also allows system administrators to evade local
disk space limitations. Compared to LKCD, Kdump is much more network-aware; it
is not restricted to dumping on the same subnet and there is no need for a dedicated
server. You can use NFS areas or CIFS shares as the archiving destination. Best of all,
the changes only affect the client side. There is no server-side configuration.

16.1 Configuration file

To make Kdump send crash dumps to network storage, only two directives in the configu-
ration file need to be changed for the entire procedure to work. The other settings remain
identical to local disk functionality, including starting Kdump on boot, GRUB menu ad-

dition, and Kexec testing. The configuration file is located under /etc/sysconfig/kdump.
As always, before effecting a change, backup the configuration file.

16.1.1 Configure KDUMP_RUNLEVEL

To use the network functionality, we need to configure Kdump to boot in runlevel 3. By
default, runlevel 1 is used. Network functionality is achieved by changing the directive.

KDUMP_RUNLEVEL=3 I

69



www.dedoimedo.com all rights reserved

16.1.2 Configure KDUMP_SAVEDIR

The second step is to configure the network storage destination. We can no longer use
the local file. We need to use either an NFS area, a CIFS share or an SSH or an FTP
server. In this book, we will configure an NFS area, because it seems the most sensible
choice for sending crash dumps to. The configuration of the other two is very similar,
and just as simple. The one thing you will have to pay attention to is the notation. You
need to use the correct syntax:

KDUMP_SAVEDIR="nfs:///<server>:/<dir> I

<server> refers to the NFS server, either by name or IP address. If you're using a
name, you need to have some sort of a name resolution mechanism in your environment,
like hosts file or DNS. <dir> is the exported NFS directory on the NFS server. The
directory has to be writable by the root user. In our example, the directive takes the
following form:

KDUMP_SAVEDIR="nfs:///nfsserver02:/dumps I
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Figure 16: Kdump SAVEDIR network configuration

Hle Edit Wiew Search Tools Documents Help
=~ "o
Mew Open Save Print.... Undo Find Replace
kdurmp
## Type: string
## Default: "file:///var/log/dump"

Which directory should the dumps be saved in by the default dumper?
This can be:

- a local file, for example "file:///var/log/dump" (or, deprecated,
just "/var/log/dump™)

- a FTP server, for example "ftp://user:password@host/var/Llog/dump”

- a 55H server, for example "ssh://userihost/var/log/dump"

please create a user that needs no password or set up public key

authorization for the root user of the system -- or you have to enter

the password on the serial console as the VGA console may not work!

a NFS share, for example "nfs://server:/export:/var/log/dump"

a CIFS (SMB) share, for example

"eifs://user:passwordihost:/share/var/log/dump"

For the exact URLs, see kdump-url_parser(8) manual page. Or use the
YaST2 kdump module to configure this if you're unsure.

HHEHRHEEERER RS

KDUMP_SAVEDIR="nfs:///nfsserver02:/dumps"

These are the two changes required to make Kdump send memory dumps to a NFS
storage area in the case of a kernel crash. Now, we will test the functionality.

16.1.3 Kernel crash dump NFS example

Like the last time, we will trigger a kernel crash using the Magic Keys and observe the
progress in the console. You should a progress bar, showing the percentage of memory
core dumped (copied) to the network area. After a while, the process will complete and
the crash kernel will reboot. If you get to see output similar to the two screenshots below,
this means you have most likely successfully configured Kdump network functionality.

Figure 17: Console view of network-based crash dump

map.gz done
shiftctr]l latinl.add done
done

Loading console font lat9w-16.psfu -m trivial GO:loadable done

I | 0 HB of
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Figure 18: Console view of network-based crash dump - continued

Gtart Unicode mode done
.oading console font lat9w-16.psfu -m trivial GO:loadable done
| BHHBAREHER AN BR AR RN R BN BB R R HR Y | 8128 MB of 8128 HB (100.0x)

done

: Switching to runlevel: 6
Jending proc the TERH signal
r Resource Control: runlevel 3 has been reached

This concludes the long and thorough configuration and testing of Kdump. If you have
successfully managed all the stages so far, this means your system is ready to be placed
into production and collect memory cores when kernel panic situations occur. Analyzing
the cores will provide you with valuable information that should hopefully help you find
and resolve the root causes leading to system crashes.

17 Conclusion

Kdump is a powerful, flexible Kernel crash dumping utility. The ability to execute a
crash kernel in the context of the running production kernel is a very useful mechanism.
Similarly, the ability to use the crash kernel in virtually all runlevels, including networking
and the ability to send cores to network storage using a variety of protocols significantly
extends our ability to control the environment.

Specifically, in comparison to the older LKCD utility, it offers improved functionality on
all levels, including a more robust mechanism and better scalability. Kdump can use local
RAID (md) devices if needed. Furthermore, it has improved network awareness and can
work with a number of protocols, including NFS, CIFS, FTP, and SSH. The memory
cores are no longer limited by the 32-bit barrier.

We will talk about the post-processing of the memory cores in the next part.
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Part Il
Crash Collection

In this part, you will learn how to use the crash utility to open the dumped memory
cores, collected at the time of kernel crashes, and read the information contained therein.
Please note that this part focuses mainly on being able to use and process the crash
dumps. We will focus on the crash analysis more deeply later on.

Like the Kdump setup, this part of the book is mainly intended for power users and
system administrators, but if you wish to enrich your Linux knowledge, you're more than
welcome to use the material. Some of the steps will require in-depth familiarity with the
functionality of the Linux operating system, which will not be reviewed here.

We will also briefly mention the older /crash utility, which you may want to run against
memory cores collected using LKCD. However, since the two are somewhat obsolete, we
will not focus too much on their use. For more details about /crash and gdb-kdump,
please take a look at the Appendix (V).

Note: This part of the book focuses on both SUSE 10.X and 11.X and RedHat 5.X
systems.

18 Crash setup

18.1 Prerequisites

You must have Kdump setup properly and working.

18.2 Kdump working crash installation
crash can be found in the repositories of all major distros. The installation is fairly simply

and straightforward. You can use either yum, zypper or apt to obtain the package very
easily.
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Figure 19: Installation of crash via software manager

Software Manager - Y;;.nE;T Ifas superuser|

Software Manager
This tool lets you install, remaove, and update applications. more

B Availabile ‘-’§ Upgrades Installed Al

Groups » | Packages [isting: |_¢L crash v,

=

Crash utility for live systems; netdump, diskdump, LKCD or meore dumpfiles
20 Admin Tools

. crash-debuginfo

8 Communication Debug information for package crash

el Games Cross-architecture version of crash (tool to debug kernel dump files)

GNOME Desktop 5
Graphics

kd KDE Desktop
Detailed

—
‘q—
|
M Education | = crosscrash
||
—

crosscrash-debuginfo
Debug information for package crosscrash

| b, o [T

crash - | Installed:

The core analysis suite is a seltcontained tool that can be usad to investigate either live | 4:1.0-2.3 (is88)
systems, kemel core dumps created from the natdump and diskdump packages from Red

: Remove

Hat Linux, the mcaore kemel patch offered by Mission Critical Linux, or the LKCD kermnal
patch. Available:
License: GPL 2 only ; GPLA2 o later | LGPL 2.1 of later s
Size: 4.0 MiB
Installed at: 011572010 Re-install
[* File List
[* Changelog
[ Authors
[* Dependencies
[* Support

Help Tools v || ©cancel Apply

18.3 Crash location

The default crash directory is /var/crash. You can change the path to anything you
want, provided there's enough space on the target device. In general, you should choose
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a disk or a partition that is equal or exceeds the size of your physical memory. You can
change this path either using GUI tools or manually editing the Kdump configuration file:

e /etc/sysconfig/kdump on openSUSE.
o /etc/kdump.conf on CentOS (RedHat).

Figure 20: openSUSE Kdump configurationvia YaST-Kdump module

¢ Dump Target - YaST (as superuser) - o x
Dump Target
The target for saving kdump images. mare
Start-Up Saving Target for Kdump Image
Dump Filtering Select Target:
Dump Target Local Directory
Ermnail Motification
E t Setti
Hpert =etings Local Filesystem
Directory for Saving Dumps:
Mar/crash Browse
Help ©cCancel | ¢J0K
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Figure 21: CentOS Kdump configuration system-config-kdump utility

L | Kernel Dump Configuration - O x

Total 5ysterm Memory (MB): 7645
Current kdurmp Memory (MEB): 128

New kdump Memory (MB): 128 =
Usable Memory (MEB): 7517
Location: file:/ffivarfcrash

Edit Location

Default Action: | mount rootfs and run /shin/init

Caore Collector: |makedumpfile -c

Path:

& Cancel c?grc
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18.4 Memory cores

Memory cores are called vmcore and you will find them in dated directories inside the
crash directory. On older versions of Kdump, the directories would only contain the
vmcore file. Newer versions also copy the kernel and System map file into the directory,
making the core processing easier.

Figure 22: Generating crash dump files

othing to delete in ~svar-crash.
Baving dump Finished.
senerating README Finished.

opuing System.map Finished.
opying kernel Finizhed.

Figure 23: Contents of a crash dump directory

= admin@testhost:~
File Edit “View Terminal Help
testhostl: /var/crash/2616-81-22-19:46 # 1s -1 e
total 788736
~FW-r--r-- 1t L r t | 2B16- 19:-46 README. txt
FW-F==-r 1 root root 1512583 2818-81-22 19:46 System . map-2.6.31.8-8.1-desktop
-fH=r--f-- 1 f g
1

-FR-F--F--

testhostl: fvar/crash/2818-81-22-19:46 ¥

19 Invoke crash

The crash utility can be invoked in several ways. First, there is some difference between
older and newer versions of Kdump'®, in terms of what they can do and how they process
the memory cores. Second, the crash utility can be run manually or unattended. Let's
first review the differences between the older and newer versions.

6 The older version refers to SUSE 10.X systems. The newer versions refers to SUSE 11.x and RedHat
5.X systems.
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19.1 Old (classic) invocation

The old invocation is done like this:

crash <System map> <vmlinux> vmcore I

<System map> is the absolute path to the System map file, which is normally located
under /boot. This file must match the version of the kernel used at the time of the
crash. The System map file is a symbol table used by the kernel. A symbol table is a
look-up between symbol names and their addresses in memory. A symbol name may be
the name of a variable or the name of a function. The System.map is required when the
address of a symbol name is needed. It is especially useful for debugging kernel panics
and kernel oopses, which is what we need here.

For more details, you may want to read:

e System.map on Wikipedia

e The Linux Kernel HOWTO - Systemmap

<vmlinux> is the uncompressed version of the kernel that was running when the memory
core was collected. vmcore is the memory core.

The System map and vmlinux files remain in the /boot directory and are not copied into
the crash directory. However, they can be manually copied to other machines, allowing
portable use of crash against memory cores collected on other systems and/or kernels.

19.2 New invocation

The newer versions of Kdump can work with compressed kernel images. Furthermore,
they copy the System map file and the kernel image into the crash directory, making the
use of crash utility somewhat simpler. Finally, there are two ways you can process the
cores.

78


http://en.wikipedia.org/wiki/System.map
http://www.faqs.org/docs/Linux-HOWTO/Kernel-HOWTO.html#systemmap

www.dedoimedo.com all rights reserved

Figure 24: New kdump invocation console output

othing to delete in svar-crash.
Baving dump Finished.
senerating README Finizhed.

opying System.map Finished.
opuing kernel Finished.

You can use the old way. Here's an example on CentOS 5.4:

crash \
/boot/System.map-2.6.18-164.10.1.el5 \
/boot/vmlinuz-2.6.18-164.10.1.el15 \

vmcore

Figure 25: Old crash invocation example on CentOS 5.4

adminftesthost2: 'var/crash/2010-01-19-17:11

Ble Edit View TJerminal Tabs Help
[root@testnost2 2010-81-19-17:11]# crash /poot/System.map-2.6.18-164.18.1.215 /boot/valinuz-2.6.18-164.18.1.215 vmcore [+]

Notice the use of vmlinuz kernel image, as opposed to vmlinux previously required. Alter-
natively, you can use only the debug information under /usr/lib/debug. The information
is extracted during the installation of kernel-debuginfo packages matching the kernel that
was running at the time of the kernel crash. The syntax for CentOS and openSUSE is
somewhat different.

openSUSE:

crash \
/usr/lib/debug/boot/<kernel>.debug \
vmcore
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CentOS (RedHat):

crash \
/usr/lib/debug/lib/modules/<kernel>/vmlinux \
vmcore

Figure 26: New crash invocation example on CentOS 5.4

admin@testhost2:'var/crash/2010-01-19-17:11

mle  Edit WView Terminal Taps Help
[root@testhost? 2018-81-19-17:11]# crash Jusr/lib/debugslib/modules /2. 6,18-164.18,1.e15, centos. plus/valinux vmcore [=]

For more information, please consider reading the following articles:
e Crashdump Debugging - openSUSE
e Kdump - openSUSE

| must emphasize that the topic of how gdb and crash find the debuginfo of binaries can
be a little confusing, so you may also want to spend a week or three and read the long
documentation on gdb:

e Debugging with GDB

19.3 Important details to pay attention to

Now, since SUSE and RedHat use somewhat different syntax, things can be a little
confusing. Therefore, please note the following table of comparison:

Table 7: Naming and file location differences between SUSE and RedHat

SUSE RedHat
System map System-map System.map
Debug info /usr/lib/debug/boot/ | /usr/lib/debug/lib/modules/
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Figure 27: Crash debuginfo location on openSUSE 11 .x

E admin@testhosti:~

File Edit View Temminal Help

testhostl: fusr/lib/debug/boot # 15 -1 *
total 199644

-rWxr-xr-x 1 root root 112272112 2689-16-27 13:17 vmlinux-2.6.31.5-0.1-deskt ebug

testhostl: fusr/1lib/debug/boot #

19.4 Portable use

To process cores on other machines, you can either copy the System map and the ker-
nel or just the debug information file. Newer versions of Kdump and crash will work
with compressed kernel images. The debug info must match the kernel version exactly,
otherwise you will get a CRC match error:

Figure 28: CRC match error

Copyright (C) 2864, 2085, 2086 IBM Corporation

Copyright (C) 1995-2086 Hewlett-Fackard Co

Copyright (C) 2005, 2860& Fujitsu Limited

Copyright (C) 2086, 2007 WA Linux Systems Japan K. K.

Copyright (C) 28085 NEC Corporation

Copyright (C) 1995, 2082, 2007 Silicon Graphics, Inc.

Copyright (C) 1223, 2000, 2801, 2082 Mission Critical Linux, Inc,

This program is free software, covered by the GNU General Public License,
and you are welcome to change 1t and/or distribute copies of 1t under
certain conditions. Enter "help copying” to see the conditions.

This program has abscolutely no warranty. Enter "help warranty"” for details.

crash: Jusr/lib/debug/boot/vmlinux-2.6.31.8-0.1-desktop. debug:
CRC value does not match

crash: Jfusr/libk/debug/boot//vmlinux-2.6,31,8-0,1-desktop. debug: CRC does not match

20 Running crash

All right, now that we know the little nuances, let's run crash. Kdump is working and
doing its magic in the background. We will not discuss Kdump-related issues here. Please
refer to the previous book part (1) for more details. If you get the crash prompt after
invoking the crash command, either using the old or new syntax, then everything is ok.
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Figure 29: Crash working

Ele Eot Wiew Terminal Tabs Help
[root@tasthost? 28108-81-19-17:11]# crash Jusrflib/fdebugsLib/modules,s2.6.18-164.18.1.el5. cantos. plus/valinug vacore

I=]

¢rash 4.08-8.9.1.el5.centas

Copyright (C) 2882, I083, Faa4, 7085, JOA4, FAA7, 7088, 7089 Red Hat, Inc.
Copyright (C) 2004, 2005, 2006 IBM Carparation

Copyright {(C) 1999-2886 Hewlett-Packard Co

Copyright (C) 2005, 2006 Fujitsu Limited

Copyright (C) 2006, 2007 YA Linux Systems Japan K.K.

Copyright (C) 2885 NEC Corporation

Copyright (C) 1999, 2002, 2007 Silicon Graphics, Inmc.

Copyright {C) 1999, 2008, 2081, 2002 MHission Critical Limux, Inc.

This program is free software, covered by the GNU General Fublic License,
and you are welcome to change it and/or distribute copies of it under
cartaln conditions. Enter "help copying® to see the conditioms.

This program has absolutely no warranty. Enter "help warranty® for details.

GNU gab 6.1

Copyright 20084 Free Software Foundation, Inc.
GDBE 1z free software, covered by the GNU Gemeral Public License, and you are i
welcome to change it and/for distribute copies of it under certain conditions.
Type “show copying® to see the conditions.

There 1% absolutely no warranty for GDE. Type "show warranty®™ for details.
This GOB was configured as "x86 G4-wunknown-Linux-grnu®...

KERNEL: fusr/lib/debug/lib/moduless/2.6.18-164.108.1.e1l5.centos.plusSvalinux
DUMPFILE: wmcare
CPUS: 2 |
DATE: Twe Jan 19 17:18:28 2018
UPTIME: Q@:0@:08
LOAD AVERAGE: 8.84, 8.11, 8.29
TASKES: 133
MODEMAME: testhastle ik ida'sfha
RELEASE: Z.6.18-164.18.1.el5
WERSION: #1 SMP Thu Jan 7 19:54:26 EST 2814
MACHINE: =856 64 (3000 Mhz)
HEHORY: 7.5 GB
PANIC: "SysRg : Trigger a crashdump®
PID: @

Figure 30: Crash prompt

MEMORY: 7.5 GE
PANIC: "5ysRg : Trigger a crashdump"
PID: @
COMMAND: "“swapper"”
TASK: TTTfffff80300ae@ (1 of 2) [THREAD INFO: ffffffffEO3T2000]
CPU: @
STATE: TASK_RUNNING
WARNING: panic task not found

crash> [j
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20.1 Crash commands

Once crash is running and you're staring at the crash prompt, it's time to try some crash
commands. In this part, we will not focus too much on the commands or understanding
their output. For now, it's a brief overview of what we need. crash commands are listed
in superb detail in the White Paper. In fact, the document is pretty much everything you
will need to work with crash. Here's a handful of important and useful commands you
will need:

20.1.1 bt - backtrace

Display a kernel stack backtrace. If no arguments are given, the stack trace of the current
context will be displayed.

Figure 31: crash bt command example

admin@testhost2:/var/crash/2010-01-19-20:21

File Edit Miew Terminal Tabs Help

[+]

PANIC: "5ysRqg : Trigger a crashdump”
PID: ©
COMMAND: "swapper”
TASK: TTTffffT80300a=@ (1 of 2) [THREAD_INFO: TTfffffT803T2000]
CPU: ©
STATE: TASK_RUNNING (ACTIVE)

crash> bt

PID: @ TASK: TTTffffff80300ae8 CPU: O COMMAND: "swapper"

#0 [TTTFTTTTE04487T20] crash_nmi_callback at ffffffff8007a68e

#1 [TTTFTTFT80440T40] do nmi at FFfFffTTfBO06585a *

#2 [TTTFTTTT80448T50] nmi at FFFFffffBO064ebt *
[exceptlion RIP: default idle+61]
RIP: TTfffTff8006b301 RSP: fITTTTffTBOA3T3T90 RFLAGS: 00000246
RAX: DOGOEORGOEOAE0EE8 RBX: FIfTfffTBOGG6D2dE RCX: 00000000G000BG0O
RDX: 0OGOEORGOEOEEEE8 RSI: 00000CO00AGO8081 RDI: TIffffffE80302698
REF: D0OOOOOOGOO0AG00 R8: TIffffffE0372000 RO: 000000000080063e
Rle: ffff810167154038 R11l: 0OOOOCO00RGO0246 R12: 00000000GC0000G0O
R13: 00COEORGOEOEG008 R14: 0O0DOCOODOGOE0EE R15: 0000000OGOOOOGOO
ORIG_RAX: TTffffffffffffff CS: 0018 S55: 0018

--- <exception stack= ---

#3 [TTTTTTTTE03T3T90] default_idle at TTTITTTT3006D301 *

#4 [TTTTTTTTE03T37T90] cpu_idle at TIFFTTTTE004943C

crash=

B

83


http://people.redhat.com/anderson/crash_whitepaper/

www.dedoimedo.com

all rights reserved

20.1.2

log - dump system message buffer

This command dumps the kernel log_buf contents in chronological order.

Figure 32: crash log command example

Eile

admin@testho

Edit Wiew Terminal Tabs Help

ar/crash/2010-01-19-17:11

Linux version 2.6.18-164.18.1.el5 (mockbulld@builderlP.centos.org) {gcc version 4.1.2 286086784 (Red Hat 4.1.2-46)} #1 SMP Thu |%]
Jan 7 19:54:26 EST 2018

Command line: ro root=LABEL=/ rhgb gquiet crashkernel=128M@16M
BINS-provided physical RAM map:

BIOS-ef20: 0G38008088D01D0GE - DG800BBOGBOITEGE |usable)

BIOS-@828; B000000000AGTAGE - AOQ0O0RA0RAADAGE |(reserved)

BIOS-e828: B09000000B0Ca000 B39A0GRAGRACCAGE (reserved)

BIOS-2820: G00AGGAGGDO4CAGE - AOGBOEDABA1BRAGE (reserved)

BIOS-@820: AGHOOSRNOGH1G00G0 - AOODOGDOETETAO00 |usable)

BIOS-a820; G86000B0cfefOResd - AOBOOGBAefeffadd (ACPI data)

BIOS-eB2d: 03000000efeffO0B - DOOOOGBO0efTODOGE (ACPI NVS)

BIOS-e820: D0000000eTTEDOGD - DOOOOGROTOOOEOOE (usable)

BIOS-@f20: 0O0R0G0ETfecOB000 BOBDABATec 10008 |reserved)

BIOS-a82a; t - feadlBdd (reserved)

EIOS-eBZ0: 0300000077 TeDOOD - DID00OD100000008 (reserved)

BIOS-ef2d: 0000000100080008 - DO0000001Ta000008 (usable)

DMI present,

ACPL: RSDP (w388 PTLTD | @ bxDbBoDEoBROBToCED
ACPI: RSDT (w381 PTLTD REDT  Gx06040008 LTP 8x08D00000) @ OxDDOBDOBBeTerabsa
ACPT: FADT (w81 TNTEL 4406BX Bx6040000 PTL Ox00B8f4240) @ AxBRoBRABReTerfeTOE
ACPI: MADT (v@81 PTLTD APIC  Bx8GB40806 LTF Bx08008000) @ Ox0O00B006EefefefTa
ACPI: BOOT (w381 PTLTD SS5BFTELS 0x06040608 LTP Bx080800001) @ OxBOOBDOGDefefefdd
ACPI: DSDT (v@81 PTLTD Custom  8x06048008 MSFT 8x0180880d4) @ OxBDEEDOSROGEDEBOO
No NUMA configuration found

Faking a node at -BAGBAGA1Ta

Bootmem setup node @ AOGEOSBOGEDOEDO0O-00DOGG0LTa0E00G0
On node & totalpages: 1977281

DMA zone; 2633 pages, LIFO batch:@

DMA3Z zone: 964648 pages, LIFD batch:3l

Normal Zome: 1010080 pages, LIFD batch:31
ACPT; PM-Timer I0 Part; BxlB88
ACFL: Local AFIC address Bxfee8B0on
ACPI: LAPIC {(acpi_id[Bx8@] laplc 1d[8x08] enabled) =1
Processor #B 6:15 APIC verslon 17
ACPL: LAPIC (acpi id[Bx®l] lapic id[@x8l] enabled)
Processor #1 6:15 APIC versiom 17

LAPIC_NMI {acpl id[@8xB8] high edge lint[Bx1]})

ACPI:

20.1.3 ps - display process status information

This command displays process status for selected, or all, processes in the system. If no
arguments are entered, the process data is displayed for all processes.
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Figure 33: crash ps command example

admin@testhost2:/'var/crash/2010-01-19-17:11

FBle Edit Wiew Terminal Tabs Halp
PID PFID CPU TASK ST ®MEM VSZ RS5 COMM H
a @ @ TrITfI77R0300aed RU 0.0 [ 8 [swapper] |
= a 1 1 ffffElela?iopécd RO 0.0 L] 8  [swapper]
1 a 1 frffElale76eb?ad IN B.8 1634E 636 init
2 1 @ TrITEL8l076enddd IN B.@ (1] 8 [migration/@]
3 1 @ TFIfR1OLE76edTed 1IN .8 (1] 8 [ksoftirgdse])
4 1 1 frffElale’oedded IN B.o ] 8 [migration/sl)
5 L4 1 TrrfE18187160820 IN B.@ i} B [ksoftirgdsl]
[ 1 @ TrITR181MIcddB6d 1IN B.8 (1] 8 [events 8]
7 1 1 ffffeledfocddled IN 6.8 a 8 [events/sl]
a 1 1 TrITE18LlT9cdeTad IN 6.8 ] 8  [khelper
73 1 @ TrrTE18LTr9abdedd 1IN B.@ i} B [kthread]
78 73 @ frefeRlalradeaTan 1IN B0 a B [kblockds@]
a 13 1 frffElalrodny1leg IN b.8 ] 8 [kblockds1]
BQ 73 1 TrITE18LTId67E6E IN .o B 8 [kacpid]
136 73 @ TrITEle1rIaE6388d IN B.o 1] 8 [cqueuesd]
137 73 1 ffffRlO1fI463Ted IN 6.0 8 8 [cqueuasl]
148 T3 1 TrifEl8lr9d5e168 1IN 6.8 a 8 [khubd]
142 73 1 TTTTE18L1T9d5ccd IN B.@ 5] 8 [kseriod]
214 73 1 TrffE1eLFILe5Ted 1IN 6.0 1] 8 [pdfiush]
215 P | & ffffElOLfI0aSe8a IN B.a B 8 [pdflush]
216 73 1 frffE18L1TI9LD4EZE 1IN 6.9 :] 8 [kswapdd]
217 73 @ TTITELGLTIbO48cd IN B.o (1] 8 [alo/s@]
218 73 1 fREFELOLFOATIEED IN 0.0 a 8 [ainfl]
361 13 1 frifelalrdetdrad IN 6.0 ] 8 [kpsmoused]
487 73 1 frIfE181T9«B7RGA 1IN B.8 i} 8 [mpt_poll_@]
408 73 1 frifelélrderf7ed IN 6.8 1] B [scii &h @]
412 T3 & fFffElelfoaTobcd IN 8.8 -] a [atase]
413 73 1 TrrfE18L1T94TDE28 1IN 0.9 ;] B [atasl]
414 73 1 Trrfelelra«a71ee IN .o (i} B [ata aux]
44 73 1 frffelalraToeden 1IN 6.8 [:] B [kstriped]
437 3 & TrffE1aLT9d5eE68 IN 8.8 ] 8 [kjournald] il
463 73 1 TrITEL8LT9Ccdedd4d IN B.@ B 8 [Rauditd]
406 1 1 Trefelelrad247ag IN B.o 13032 1220 udevd
1329 73 @ fFfRLOLf7d7e’ad IN 6.0 L] 8 [kmpathd/@]
1338 73 1 TrifE18LT30657ad IN .9 ] 8 [kmpathds1]
1331 73 1 TTITE1G8LTIerTOE 1IN B.0 1] 8 [kmpath_handlerd]

And there are many other commands. The true study begins here. We will review the
usage of these commands, as well as many others in the next part. There, we will examine
several simulated, study cases, as well as real crashes on production systems.

20.2 Other useful commands

You will also want to try help and h (command line history).

20.3 Create crash analysis file

Processed command output can be sent to an external file. You merely need to use the
redirection symbol (>) and specify a filename. This contrasts the usage of the Icrash
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utility, which specifically requires -w flag to write to files!.

20.4 Crash running in unattended mode

Now that we know how to run crash commands and produce analysis files, why not do
that entirely unattended? This can be done by specifying command line input from a
file. Commands can be sent to crash in two ways:

crash -i inputfile I

Or using redirection:

crash < inputfile I

In both cases, the crash inputfile is a text file with crash commands one per line. For
the crash utility to exit, you will also need to include the exit command at the end.
Something like:

bt
log

ps
exit

Thus, the complete, unattended analysis takes the form of:

17See Appendix (V) for more details.
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crash <debuginfo> vmcore < inputfile > outputfile

Or perhaps:

crash <System map> <vmlinux> vmcore < inputfile > outputfile

So there we are! It's all good. But, you may encounter problems ...

21 Possible errors

21.1 No debugging data available
After running crash, you may see this error:
Figure 34: No debuginfo package on RedHat

GNU gdb 6.1

Copyright 2884 Free 5oftware Foundation, Inc.

GDB is free software, covered by the GNU General Public License, and you are

welcome to change it and/or distribute copies of it under certain comditions.

Type "show copying” to see the conditions.

There is absolutely no warranty for GDB. Type "show warranty” for details.

This GDB was configured as "x86_64-unknown-linux-gnu”...(no debugging symbols found)...

crash: /boot/vmlinuz-2.6.18-164.10.1.e15: no debugging data avallable

[root@testhost2 2010-81-19-17:111# I
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Figure 35: No debuginfo package on openSUSE

crash 4.1.8

Copyright (C) 2862, 2603, 2004, 2005, 2006, 2007, 2008, 2009 Red Hat, Inc.
Copyright (C) 2884, 2065, 2868 IEM Corporation

Copyright (C) 1295-2868& Hewlett-Packard Co

Copyright (C) 2885, 286t Fujitsu Limited

Copyright (C) 2886, 2687 VA Linux Systems Japan K.K,

Copyright (C) 2885 MNEC Corporation

Copyright (C) 1999, 2682, 2087 S5ilicon Graphics., Inc.

Copyright (C) 1295, 2868, 2861, 2862 Mission Critical Linux, Inc.

This program is free software, covered by the GNU General Public License,
and you are welcome to change it and/or distribute copies of it under
certain conditions. Enter "help copying” to see the conditions.

This program has absolutely no warranty. Enter "help warranty" for details.

crash: vmlinux-2.6,31,8-0,1-desktop,.gz: no debugging data available
crash: wmlinux-2.6.31.8-0.1-desktop. debug: debuginfo file not found

crash: either install the appropriate kernel debuginfo package, or
copy vmlinux-2.6.31,8-0,1-desktop, debug to this machine

This means you're probably missing the debuginfo packages. You should start your
package manager and double-check. If you remember, I've repeatedly stated that having
the debuginfo packages installed is a prerequisite for using Kdump and crash correctly*®.

Figure 36: Installing crash debug packages on CentOS 5.4

admin@testhost2:/home/admin

File Edit View Terminal Tabs Help

[root@testhost2 admin]# yum search kernel-debug [+]
Loaded plugins: fastestmirror
Loading mirror speeds from cached hostfile

* addons: anorien.csc.warwick.ac.uk

* pase: anorien.csc.warwick.ac.uk

* epxtras: anorlien.csc.warwlick.ac.uk

* updates: anorien.csc.warwick.ac.uk
sssssssssssssssssssssssssssssss Matched: kernel~dehug -
kernel-debug.x86 64 : The Linux kernel compiled with extra debugging enabled.
kernel-debug-devel . x86 64 : Development package for bullding kernel modules to match

: the kernel.
[root@testhost2 admin]# ] ~

18The procedure how to enable debug repositories is explained in the Appendix (V).
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21.2 vmlinux and vmcore do not match (CRC does not match)
You may also get this error:
Figure 37: vmlinux and vmcore match problem on CentOS

GNU gdb 6.1

Copyright 2084 Free Software Foundation, Inc.

GDB is free software, covered by the GNU General Public License, and you are
welcome to change it and/or distribute coples of it wunder certain conditions.
Type "show copying® to see the conditions.

There 1s absolutely no warranty for GDB. Type "show warranty”™ Tor detalls.
This GDB was configured as "xB6_64-unknown-linux-gnu®...

crash: fusr/lib/debug/lib/modules/2.6.18-164.10.1.el5debug/vmlinux and vmcore do not match!

Usage:
crash [-h [opt]][-v][-5][-1 file][-d num] [-5] [mapfile] [namelist] [dumpfile]

Enter "crash -h" for details.
[root@testhost? 2016-81-19-17:111# l

On SUSE, it may look like this:

Figure 38: CRC match error on openSUSE

Copyright (C) 20684, 2805, 2086 IEM Corporation

Copyright (C) 1999-20086 Hewlett-Packard Co

Copyright (C) 28085, 2886 Fujitsu Limited

Copyright (C) 2086, 2007 WA Linux Systems Japan K. K.

Copyright (C) 28085 NEC Corporation

Copyright (C) 1995, 2002, 2007 S5ilicon Graphics, Inc.

Copyright (C) 1223, 2000, 2801, 2082 Mission Critical Linux, Inc,

This program is free software, covered by the GNU General Public License,
and you are welcome to change it and/or distribute copies of it under
certain conditions. Enter "help copying” to see the conditions.

This program has abscolutely no warranty. Enter "help warranty"” for details.

crash: Jusr/lib/debug/booct/vmlinux-2.6.31.8-0,.1-desktop. debug:
CRC wvalue does not match

crash: fusr/libk/debug/boot//vmlinux-2.6,31.8-0,1-desktop. debug: CRC does not match

If you see the following messages: vmlinux and vmcore do not match! or CRC does not
match, this means you have invoked crash against the wrong version of debuginfo, which
does not match the vmcore file. Remember, you must use the exact same version!
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21.3 No guarantee

There could be additional problems. Your dump may be invalid or incomplete. The
header may be corrupt. The dump file may be in an unknown format. And even if
the vmcore has been processed, the information therein may be partial or missing. For
example, crash may not be able to find the task of the process causing the crash:

Figure 39: No panic task found

MEMORY: 7.5 GB
PANIC: "SysRq : Trigger a crashdump”
PID: @
COMMAND: "swapper"
TASK: TTTTTTTT80300ae® (1 of 2) [THREAD _INFO: TTfTfffTfTEO3T2000]
CPU: @
STATE: TASK_RUNNING
WARNING: panic task not found

There's no guarantee it will all work. System crashes are quite violent and things might
not go as smoothly as you may desire, especially if the crashes are caused by hardware
problems. For more details about possible errors, please consult the White Paper.

22 Conclusion

In this part, we have learned how to use the crash utility to open and process dumped
memory cores. We focused on subtle differences in the setup on RedHat and SUSE, as
well as different invocation methods and syntax used by these operating systems. Next,
we learned about the crash functionality and the basic commands. Now we will perform
the detailed analysis of collected cores.
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Part IV
Crash Analysis

We have learned how to configure our systems for kernel crash dumping, using LKCD
and Kdump, both locally and across the network. We have learned how to setup the
crash dumping mechanism on both CentOS and openSUSE, and we reviewed the subtle
differences between the two operating systems. Next, we mastered the basic usage of
the crash utility, using it to open the dumped memory core and process the information
contained therein. But we did not yet learn to interpret the output.

In this part, we will focus on just that; read the vmcore analysis, understand what the
entries mean and perform a basic investigation!®. Then, we will slowly examine more
complex problems. We will even write our own kernel module, make it faulty on purpose,
and then use it to generate a crash. Afterwards, we will use the kernel crash report to
find and solve the bug in our source code. Finally, we will derive an efficient methodology
for handling kernel crash problems in the future

Note: Operating systems used to demonstrate the functionality are openSUSE 11.X and
CentOS 5.X.

23 Analyzing the crash report - First steps

Once you launch crash, you will get the initial report information printed to the console.
This is where the analysis of the crash begins.

19You MUST read the other parts in other to fully understand how crash works. Without mastering the
basic concepts, including Kdump and crash functionality, you will not be able to follow this part of
the book efficiently.
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Figure 40: Beginning crash analysis

admin@testhost2:/var/crash/2010-01-192-20:21

File Edit Wiew Terminal Tabs Help

exception stack pointer: TfTf310187132T120
process stack pointer: TTfTf81018712betl
current stack base: TTfTE8101b589cB00

[+]

KERNEL: fusr/lib/debug/lib/modules/2.6.18-164.10.1.el5.centos.plus/vmlinux
DUMPFILE: vmcore
CPUS: 2
DATE: Tue Jan 19 20:21:19 2010
UPTIME: 00:00:00
LOAD AVERAGE: ©0.00, 0.84, 0.07
TASKS: 134
NODENAME: testhost2:s
RELEASE: 2.6.18-164.108.1.el5
VERSION: #1 SMP Thu Jan 7 19:54:26 EST 2010
MACHINE: x86_64 (3000 Mhz)
MEMORY: 7.5 GB
PANIC: "5ysRq : Trigger a crashdump”
PID: ©
COMMAND: "swapper"”
TASK: Tfffffff80300ae@ (1 of 2) [THREAD INFO: ffffffff803T2000]
CPU: B
STATE: TASK_RUNNING (ACTIVE)

crash> [

R
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crash 4.0-8.9.1.el5.centos

Copyright (C) 2002, 2003, 2004, 2005, 2006,

2007, 2008, 2009 Red Hat, Inc.

Copyright (C) 2004, 2005, 2006 IBM Corporation

Copyright (C) 1999-2006 Hewlett-Packard Co

Copyright (C) 2005, 2006 Fujitsu Limited

Copyright (C) 2006, 2007 VA Linux Systems Japan K.K.

Copyright (C) 2005 NEC Corporation

Copyright (C) 1999, 2002, 2007 Silicon Graphics, Inc.

Copyright (C) 1999, 2000, 2001, 2002 Mission Critical Linux, Inc.
This program is free software, covered by the GNU General Public
License, and you are welcome to change it and/or distribute
copies of it under certain conditions. Enter "help copying"

to see the conditions. This program has absolutely no warranty.
Enter "help warranty" for details.

NOTE: stdin: not a tty

GNU gdb 6.1

Copyright 2004 Free Software Foundation, Inc.

GDB is free software,covered by the GNU General Public
License, and you are welcome to change it and/or distribute
copies of it under certain conditions. Type "show copying" to
see the conditions. There is absolutely no warranty for GDB.
Type "show warranty" for details. This GDB was configured
as "x86_64-unknown-linux-gnu"...

bt: cannot transition from exception stack
to current process stack:
exception stack pointer: fff£810107132f£20
process stack pointer: ffff81010712bef0
current stack base: ffff8101b509c000
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KERNEL:

DUMPFILE:
CPUS:
DATE:

UPTIME:
LOAD AVERAGE:
TASKS:
NODENAME :
RELEASE:
VERSION:
MACHINE:
MEMORY :
PANIC:
PID:
COMMAND :
TASK:

CPU:
STATE:

/usr/lib/debug/lib/modules/
2.6.18-164.10.1.el5.centos.plus/vmlinux
vmcore

2

Tue Jan 19 20:21:19 2010

00:00:00

0.00, 0.04, 0.07

134

testhost2@localdomain
2.6.18-164.10.1.el5

#1 SMP Thu Jan 7 19:54:26 EST 2010
x86_64 (3000 Mhz)

7.5 GB
"SysRq :
0

Trigger a crashdump"

"swapper"

ffff£ff££80300ae0 (1 of 2)
[THREAD INFO: ffffffff803£2000]
0

TASK_RUNNING (ACTIVE)

Let's walk through the report. The first thing you see is some kind of an error:

bt: cannot transition from exception stack
to current process stack:
exception stack pointer:
process stack pointer:
current_stack_base:

f£££810107132£20
f£f££81010712bef0
f£££8101b509c000

The technical explanation for this error is a little tricky. Quoted from the crash util-
ity mailing list thread about changes in the crash utility 4.0-8.11 release, we learn the

following information:
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If a kdump NMI issued to a non-crashing x86_64 cpu was received while running in
schedule(), after having set the next task as "current" in the cpu’s runqueue, but prior to
changing the kernel stack to that of the next task, then a backtrace would fail to make
the transition from the NMI exception stack back to the process stack, with the error
message "bt: cannot transition from exception stack to current process stack". This
patch will report inconsistencies found between a task marked as the current task in a
cpu’s runqueue, and the task found in the per-cpu x8664_pda "pcurrent” field (2.6.29
and earlier) or the per-cpu "current_task" variable (2.6.30 and later). If it can be safely
determined that the runqueue setting (used by default) is premature, then the crash
utility's internal per-cpu active task will be changed to be the task indicated by the
appropriate architecture specific value.

What does this mean? It's a warning that you should heed when analyzing the crash
report. It will help us determine which task structure we need to look at to troubleshoot
the crash reason. For now, ignore this error. It's not important to understanding what
the crash report contains. You may or may not see it.

Now, let's examine the code below this error.

KERNEL: specifies the kernel running at the time of the crash.
DUMPFILE: is the name of the dumped memory core.
CPUS: is the number of CPUs on your machine.

DATE: specifies the time of the crash.

TASKS: indicates the number of tasks in the memory at the time of the crash. Task is
a set of program instructions loaded into memory.

NODENAME: is the name of the crashed host.

RELEASE: and VERSION: specify the kernel release and version.
MACHINE: specifies the architecture of the CPU.

MEMORY: is the size of the physical memory on the crashed machine.
And now come the interesting bits:

PANIC: specifies what kind of crash occurred on the machine. There are several types
that you can see.

SysRq (System Request) refers to Magic Keys, which allow you to send instructions
directly to the kernel. They can be invoked using a keyboard sequence or by echoing
letter commands to /proc/sysrq-trigger, provided the functionality is enabled. We have
discussed this in the Kdump part.
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Oops is a deviation from the expected, correct behavior of the kernel. Usually, the oops
results in the offending process being killed. The system may or may not resume its
normal behavior. Most likely, the system will enter an unpredictable, unstable state,

which could lead to kernel panic if some of the buggy, killed resources are requested later
on.

For example, in my Ubuntu Karmic and Fedora Constantine reviews, we've seen evidence
of kernel crashes. However, the system continued working. These crashes were in fact
oopses.

Figure 41: Serious kernel problem example in Ubuntu

Your system encountered a serious kernel
problem.

Your system might become unstable now and might need to
be restarted.

You can help the developers to fix the problem by reporting it.

Report Problem... Close
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Figure 42: Kernel crash report in Fedora

Send Item Value
architecture [:2:1:3
release Fedora release 12 (Constantine)

R =7 4 71 ) IS——

Hardware name: 2373N43
Modules linked in:
Pid: 0, comm: swapper Mot tainted 2.6.31.5-127 fc12.i686 #1
Call Trace:
[<c0436d93>] warn_slowpath_common+0xT0/0x87
[=c0417426=] T native_apic_write_dummy+0x32/0x3e
[=c043Gdbc=] warn_slowpath_null+0x12/0x15
[«c0417426>] native_apic_write_dummy+0x32/0x3e
[=c040fd2c>>] intel_init_thermal +0xc3/0x168

F  kermelocps [=c040e8ce=] ? moe_init+0xa9/0xbd
[=c040f600>] mce_intel_feature_init+0x10/0x50
[<cO40dcct>] mce_cpu features+0x1b/0x24
[=c0760681>] mcheck_init+0x249/0x28b
[<c075eabe=] identify_cpu+0x37f/0x38e
[=c0990265>] identify_boot_cpu+0xd/0x23
[<c09903df>] check_bugs+0xbiOxdc
[=c0478a33>] 7 delayacct_init+0x47/0x4c
[<c09898a3>] start_kernel+0x31c/0x330
[=c0989070:=] i386_start_kernel+0x70/0x77
[ end trace a7919e7f17c0a725 |-

Cormment
Brief description how to reproduce this or what you did...

WARNING: at archyx86/kernel/apic/apic.c:247 native_apic_write_dummy+0x32/0x3e() (Not tainted)

Cancel [l Refresh || Send

We will discuss the Fedora case later on.

Panic is a state where the system has encountered a fatal error and cannot recover. Panic

can be caused by trying to access non-permitted addresses,

of kernel modules, or hardware problems.

forced loading or unloading

In our first, most benign example, the PANIC: string refers to the use of Magic Keys.

We deliberately triggered a crash.

PANIC: "SysRq : Trigger a crashdump"
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PID: is the process ID of the ... process that caused the crash.
COMMAND: is the name of the process, in this case swapper.

COMMAND: "swapper" I

swapper, or PID 0 is the scheduler. It's the process that delegates the CPU time between
runnable processes and if there are no other processes in the runqueue, it takes control.
You may want to refer to swapper as the idle task, so to speak.

There's one swapper per CPU, which you will soon see when we start exploring the crash
in greater depth. But this is not really important. We will encounter many processes
with different names.

TASK: is the address in memory for the offending process. We will use this information
later on. There's a difference in the memory addressing for 32-bit and 64-bit architectures.

CPU: is the number of the CPU (relevant if more than one) where the offending process
was running at the time of the crash. CPU refers to CPU cores and not just physical
CPUs. If you're running your Linux with hyperthreading enabled, then you will also be
counting separate threads as CPUs. This is important to remember, because recurring
crashes on just one specific CPU might indicate a CPU problem.

If you're running your processes with affinity set to certain CPUs (taskset), then you
might have more difficulty pinpointing CPU-related problems when analyzing the crash
reports.

You can examine the number of your CPUs by running cat /proc/cpuinfo.

STATE: indicates the process state at the time of the crash. TASK_RUNNING refers
to runnable processes, i.e. processes that can continue their execution. Again, we will
talk more about this later on.

24 Getting warmer

We've seen one benign example so far. Just an introduction. We will take a look at
several more examples, including real cases. For now, we know little about the crash,
except that the process that caused it. We will now examine several more examples and
try to understand what we see there.
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24.1 Fedora example

Let's go back to Fedora case. Take a look at the screenshot below. While the information
is arranged somewhat differently than what we've seen earlier, essentially, it's the same
thing.

Figure 43: Kernel crash report in Fedora, shown again

Send Item value [~]
architecture [:2:1:3
release Fedora release 12 (Constantine)
sevemrmeanee] QUL REFE Jrrermrmeees

WARNING: at archyx86/kernel/apic/apic.c:247 native_apic_write_dummy+0x32/0x3e() (Not tainted)
Hardware name: 2373N43
Modules linked in:
Pid: O, comm: swapper Not tainted 2.6.31.5-127 fc12.i686 #1
Call Trace:
[<c0436d93>] warn_slowpath_common+0x70/0x87
[=c0417426>] T native_apic_write_dummy+0x32/0x3e
[=c043Gdbc=] warn_slowpath_null+0x12/0x15
[=c0417426=] native_apic_write_dummy+0x32/0x3e
[=c040fd2c>>] intel_init_thermal +0xc3/0x168

M kerneloops [=cO40e8ce>] T mce_init+0xa3/0xbd
[=c040f600>] mce_intel_feature_init+0x10/0x50
[<c040deco =] mee_cpu_features+0x1b/0x24
[=c0760681>] mcheck_init+0x249/0x28b
[<c075eabe=] identify_cpu+0x37f/0x38e
[=00990265>] identify_boot_cpu+0xd/0x23
[<c09903df>] check_bugs+0xbiOxdc
[=c0478a33>] T delayacct_init+0x4 7 /0x4c
[<c09898a3>] start_kernel+0x31c/0x330
[=c0989070=]i3B6_start_kernel+0x70/0x77
[ end trace a7919e7f17c0a725 |-

Cormment
Brief description how to repreduce this or what you did...

~ Cancel || Refresh || send

But there's a new piece of information:

Pid: O, comm: swapper Not tainted.
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Let's focus on the Not tainted string for a moment. What does it mean? This means
that the kernel is not running any module that has been forcefully loaded. In other words,
we are probably facing a code bug somewhere rather than a violation of the kernel. You
can examine your running kernel by executing:

cat /proc/sys/kernel/tainted I

So far, we've learned another bit of information. We will talk about this later on.

24.2 Another example, from the White Paper

Take a look at this example:

MEMORY: 128MB
PANIC: "Qops: 0002" (check log for details)
PID: 1696
COMMAND: "insmod"

What do we have here? A new piece of information. Oops: 0002. What does this
mean? This is the kernel page error code. We will now elaborate what it is and how it
works.

24.3 Kernel Page Error

The four digits are a decimal code of the Kernel Page Error. Reading O'Reilly’'s Under-
standing Linux Kernel, Chapter 9: Process Address Space, Page Fault Exception Handler,
pages 376-382, we learn the following information:
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e If the first bit is clear (0), the exception was caused by an access to a page that is
not present; if the bit is set (1), this means invalid access right.

e If the second bit is clear (0), the exception was caused by read or execute access; if
set (1), the exception was caused by a write access.

e If the third bit is clear (0), the exception was caused while the processor was in Kernel
mode; otherwise, it occurred in User mode.

e The fourth bit tells us whether the fault was an Instruction Fetch. This is only valid
for 64-bit architecture. Since our machine is 64-bit, the bit has meaning here.

Table 8: Kernel page error code

Value
Bit | 0 1
0 | No page found Invalid access?°
1 | Read or Execute Write
2 | Kernel mode User mode
3 | Not instruction fetch Instruction fetch

Therefore, to understand what happened, we need to translate the decimal code into
binary and then examine the four bits, from right to left. In our case, decimal 2 is binary
10. Looking from right to left, bit 1 is zero, bit 2 is lit, bit 3 and 4 are zero. Notice the
binary count, starting from zero. In other words:

0002 (dec) — 0010 (binary) — Not instruction fetch |
Kernel mode | Write | Invalid access

20Sometimes, invalid access is also referred to as protection fault.
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This is quite interesting. Seemingly incomprehensible information starts to feel very
logical indeed. Therefore, we have a page not found during a write operation in Kernel
mode; the fault was not an Instruction Fetch. Of course, it's a little more complicated
than that, but still we're getting a very good idea of what's going on. Well, it’s starting
to get interesting, isn't it? Looking at the offending process, insmod, this tells us quite
a bit. We tried to load a kernel module. It tried to write to a page it could not find,
meaning protection fault, which caused our system to crash. This might be a badly
written piece of code.

OK, so far, we've seen quite a bit of useful information. We learned about the basic
identifier fields in the crash report. We learned about the different types of Panics. We
learned about identifying the offending process, deciding whether the kernel is tainted
and what kind of problem occurred at the time of the crash. But we have just started
our analysis. Let's take this to a new level.

25 Getting hot

25.1 Backtrace

In the previous part, we learned about some basic commands. It's time to put them to
good use. The first command we want is bt - backtrace. We want to see the execution
history of the offending process, i.e. backtrace.
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Figure 44: Backtrace of a crash dump

admin@testhost2:/var/crash/2010-01-192-20:21

File Edit Wiew Terminal Tabs Help

[+]

PANIC: "SysRq : Trigger a crashdump”
PID: @
COMMAND: "swapper”
TASK: TTfffiff803080ae@ (1 of 2) [THREAD_INFO: Tfffffff8037T2000]
CPU: @
STATE: TASK RUNNING (ACTIVE)

crash= bt

PID: @ TASK: TTffTfffTf80300ae0 CPU: 0 COMMAND: "“swapper"”

#O [TTTTTTTTE0440T20] crash_nmi_callback at fffffffTE007a68e

#1 [TTTTTTTTE0440T40] do_nmi at FfIFfTTTT8006585a *

#2 [TTTTTTITTE04407T50] nmi at TITFTTfTfE006d4ebT *
[exception RIP: default_idle+61]
RIP: TITTITTT8006D301 RSP: TTFITTfTE8O3T3ITO0 RFLAGS: 00000246
RAX: 0Q000OO0000EREEE0 REX: TTFTTTTTE006D2dE RCX: 00000Q00EOOQEO0M0
RDX: 0000000000000EE0 RSI: 000QAOOEOOQROGEEAL RDI: TTFTFTTTEO302693
REP: 0Q00000Q000090000 RE: fIFfTfTfTER3T2000 R9: 0OROOREOEEOORO3e
Rle: FfTfTE10107154038 RI11l: 000Q000O0ROORZ4G6 R1Z: 00000R0O0EOEROOA0
R13: 0Q00EO0Q000ROEREE0 R14: 000QOOEOOROGEOEE RI15: 00O000ROO0EOEROOAO0
ORIG RAX: TTFffffffffffffff C5: 0010 55: 0018

--- =exception stack> ---

#3 [TTTFFFFTBO3T3ITO0] default idle at TTFFfFfFTTf8006D3B1 *

#4 [TTFTFFFTBO3T3ITO0] cpu idle at FIFfTfTfE8004943c

crash=

=] =
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R9:

R10:
R12:
R13:
R15:

fEff££££8006b301 RSP:
0000000000000000 RBX:
0000000000000000
0000000000000000 RSI:
fEff££££80302698
0000000000090000 R8:
000000000000003e
f£££810107154038 R11:
0000000000000000
0000000000000000 R14:
0000000000000000

PID: O TASK: ffffffff80300ae0 CPU: O COMMAND: "swapper"

#0 [ffffffff80440f20] crash_nmi_callback at ffffffff8007a68e

#1 [fffffff£80440f40] do_nmi at ffffffff8006585a *

#2 [fffffff£80440f50] nmi at ffffffff80064ebf *

[exception RIP: default_idle+61]
RIP:
RAX:
RCX:
RDX:
RDI:
RBP:

fEEE££££803£3£90 RFLAGS: 00000246
ffff££££8006b2d8

0000000000000001

fEEff£££803£2000

0000000000000246

0000000000000000

ORIG_RAX: ffffffffffffffff CS: 0010 SS: 0018
--— <exception stack> -—-
#3 [ffffffff803f3f90] default_idle at ffffffff8006b301 *
#4 [fffffff£f803f3f90] cpu_idle at ffffffff8004943c

25.1.1 Call trace

The sequence of numbered lines, starting with the hash sign (#) is the call trace. It's a
list of kernel functions executed just prior to the crash. This gives us a good indication
of what happened before the system went down.
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#0 [fffffff£f80440f20] crash nmi callback at ffffffff8007a68e

#1 [ffffff££f80440f40] do nmi at ffffffff8006585a *

#2 [fffff£ff£80440f50] nmi at ffffffff80064ebf *

[exception RIP: default idle+61]
RIP: fffffff£f8006b301 RSP: ffffffff803f3f90 RFLAGS: 00000246
RAX: 0000000000000000 RBX: ffffffff8006b2d8
RCX: 0000000000000000
RDX: 0000000000000000 RSI: 0000000000000001
RDI: fffffff£80302698
RBP: 0000000000090000 R8: ffffffff803£2000
R9: 000000000000003e
R10: £f£f£f£810107154038 R11: 0000000000000246
R12: 0000000000000000
R13: 0000000000000000 R14: 0000000000000000
R15: 0000000000000000
ORIG_RAX: ffffffffffffffff CS: 0010 SS: 0018

--— <exception stack> -—-

#3 [ffffffff803f3f90] default idle at ffffffff8006b301 *

#4 [fffff£ff£803f3f90] cpu_idle at ffffffff8004943c

25.1.2 Instruction pointer

The first really interesting line is this one:

[exception RIP: default_idle+61] I

We have exception RIP: default_idle+61. What does this mean? First, let's discuss
RIP. RIP is the instruction pointer?l. It points to a memory address, indicating the
progress of program execution in memory. In our case, you can see the exact address in
the line just below the bracketed exception line:

210On 32-bit architecture, the instruction pointer is called EIP.
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[exception RIP: default_idle+61]
RIP: fffffff£f8006b301 RSP: ffffffff803f3£f90 RFLAGS: 00000246

For now, the address itself is not important. The second part of information is far more
useful to us. default_idle is the name of the kernel function in which the RIP lies. +61
is the offset, in decimal format, inside the said function where the exception occurred.

25.1.3 Code Segment (CS) register

The code between the bracketed string down to — <exception stack> — is the
dumping of registers. Most are not useful to us, except the CS (Code Segment) register.

CS: 0010 I

Again, we encounter a four-digit combination. In order to explain this concept, | need to
deviate a little and talk about Privilege levels.

25.1.4 Privilege levels

Privilege level is the concept of protecting resources on a CPU. Different execution threads
can have different privilege levels, which grant access to system resources, like memory
regions, 1/O ports, etc. There are four levels, ranging from 0 to 3. Level 0 is the most
privileged, known as Kernel mode. Level 3 is the least privileged, known as User mode.

Most modern operating systems, including Linux, ignore the intermediate two levels,
using only 0 and 3. The levels are also known as Rings. A notable exception of the use
of levels was IBM OS/2 system.

25.1.5 Current Privilege Level (CPL)
Code Segment (CS) register is the one that points to a segment where program instruc-

tions are set. The two least significant bits of this register specify the Current Privilege
Level (CPL) of the CPU. Two bits, meaning numbers between 0 and 3.
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25.1.6 Descriptor Privilege Level (DPL) &
Requested Privilege Level (RPL)

Descriptor Privilege Level (DPL) is the highest level of privilege that can access the
resource and is defined. This value is defined in the Segment Descriptor. Requested
Privilege Level (RPL) is defined in the Segment Selector, the last two bits. Mathemat-
ically, CPL is not allowed to exceed MAX(RPL,DPL), and if it does, this will cause a
general protection fault. Now, why is all this important, you ask?

Well, for instance, if you encounter a case where system crashed while the CPL was 3,
then this could indicate faulty hardware, because the system should not crash because
of a problem in the User mode. Alternatively, there might be a problem with a buggy
system call. Just some rough examples.

For more information, please consider referring to O'Reilly’s Understanding Linux Kernel,
Chapter 2: Memory Addressing, Page 36-39. You will find useful information about Seg-
ment Selectors, Segment Descriptors, Table Index, Global and Local Descriptor Tables,
and of course, the Current Privilege Level (CPL). Now, back to our crash log:

CS: 0010 I

As we know, the two least significant bits specify the CPL. Two bits means four levels,
however, levels 1 and 2 are ignored. This leaves us with 0 and 3, the Kernel mode and
User mode, respectively. Translated into binary format, we have 00 and 11.

The format used to present the descriptor data can be confusing, but it's very simple.
If the right-most figure is even, then we're in the Kernel mode; if the last figure is odd,
then we're in the User mode. Hence, we see that CPL is 0, the offending task leading to
the crash was running in the Kernel mode. This is important to know. It may help us
understand the nature of our problem. Just for reference, here's an example where the
crash occurred in User mode, collected on a SUSE machine:
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Figure 45: Example of a kernel crash with CPL 3

#5 [ffff8lol1dodesf10

1

#6 [ffffe10ldedesf40]

#7 [ffffeleldodesfgn]
RIP: 00002aaaabl2745C o RFLAGS :
RAX iX: f RCX:
RDX: 0000 olo]olo : 0 RDI:
RBP: : R9:
R10: 00QC 0 0 o]t : 0 OEOE 46 R12:
R13: © 0 o]t
ORIG_RAX:

crash> |

But that's just geeky talk. Back to our example, we have learned many useful, important
details. We know the exact memory address where the instruction pointer was at the
time of the crash. We know the privilege level.

More importantly, we know the name of the kernel function and the offset where the RIP
was pointing at the time of the crash. For all practical purposes, we just need to find the
source file and examine the code. Of course, this may not be always possible, for various
reasons, but we will do that, nevertheless, as an exercise.

So, we know that crash_nmi_callback() function was called by do_nmi(), do_nmi() was
called by nmi(), nmi() was called by default_idle(), which caused the crash. We can
examine these functions and try to understand more deeply what they do. We will do
that soon. Now, let's revisit our Fedora example one more time.

25.1.7 Fedora example, again
Now that we understand what's wrong, we can take a look at the Fedora example again

and try to understand the problem. We have a crash in a non-tainted kernel, caused by
the swapper process. The crash report points to native__apic__write_dummy function.
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Figure 46: Fedora kernel crash example

Repart
send ltem \alue =
architecture [:2:1:3
release Fedora release 12 (Constantine)

............ (2017 [—
WARNING: at arch/x86/kernel/apic/apic.c:247 native_apic_write_dummy+0x32/0x3e() (Not tainted)
Hardware name: 2373N43 -
Modules linked in:
Pid: O, comm: swapper Mot tainted 2.6.31.5-127.fcl12.i686 #1
Call Trace:
[=c0436d93 =] warn_slowpath_common+0x70/0x87
[=c0417426=] T native_apic_write_dummy+0x32/0x3e
[=c043Gdbc=] warn_slowpath_null+0x12/0x15
[«c0417426>] native_apic_write_dummy+0x32/0x3e
[=c040fd2c=] intel_init_thermal+0xc3/0x168

F  kermelocps [=c040e8ce=] ? moe_init+0xa9/0xbd
[=c040f600>] mce_intel_feature_init+0x10/0x50 L
[<cO40dcct>] mce_cpu features+0x1b/0x24
[=c0760681>] mcheck_init+0x249/0x28b
[<c075eabe=] identify_cpu+0x37f/0x38e
[=00990265=] identify_boot_cpu+0xd/0x23
[<c09903df>] check_bugs+0xbiOxdc
[=c0478a33>] 7 delayacct_init+0x47/0x4c
[<c09898a3>] start_kernel+0x31c/0x330
[=c0989070:=] i386_start_kernel+0x70/0x77
==[ end trace a7919e7f17c0a725 |-

Cormment
Brief description how to reproduce this or what you did...

~ cancel [ | Refresh send

Then, there's also a very long call trace. Quite a bit of useful information that should help
us solve the problem. We will see how we can use the crash reports to help developers
fix bugs and produce better, more stable software. Now, let's focus some more on crash
and the basic commands.

25.1.8 backtrace for all tasks

By default, crash will display backtrace for the active task. But you may also want to
see the backtrace of all tasks. In this case, you will want to run foreach.

foreach bt
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25.2 Dump system message buffer

log - dump system message buffer:

tents in chronological order.

This command dumps the kernel log_ buf con-

Figure 47: Kernel crash log command output example

Bie

Jan 7 19:54:26 EST 2018
Conmand line: ro root=LABEL=/ rhgb gquiet crashkernel=128Ma1G6M

BIOS-proviged physical RAM map!

admin@testhos

Edit Wiew Terminal Tabs Help
Linux version 2.6.18-164.18.1.e15 (mockbullo@builderl.centos.org) {(gcc version 4.1.2 268887804 (Red Mat 4.1.2-46)) &1 5MP Thu

fwaricrash/2010-01-19-17:11

all rights reserved

BINS-=820: OOO000000D010000 - 00O00GEOGBOSTEGD (usable)
BIOS-ef828; A0GAGOAOGDOSTANE - AOODOGRABEDA0ABE |reserved)

BEIO5-e820; 009ROHEOG0OCa000 - BOOOOGROGEACCAdD (reserved)

EIOS-eB8Z0: 00D0O9O0G004COBE - 00DDOGDOGELOE080 (reserved)

BINS-@820: QOO00G00GD100000 - DOOD0GD0ETeTOOOD |usable)

BI0S-e820; oobodeBdefafonod - DoeB0oBOefaffOOl (ACPI data)

EIO5-eB8Z0: 00000DO3efeff0BE - DODDOGEOeTTODOOE (ACFI NVS)

BIOS-e820: 000DOGO0eTTEDOGD - DODDOBROTOOGEOOE (usable)

BIOS-@820: A00A0B0OTecBOOGE BOBRASEATec OO0l |reserved)

BI05-=2820: 0O T - Tesdlooh (reserved)

EIOS-e820: 000O0O0OTTTebOOD - DO0DDODOLODODEOGE (reserved)

BIOS-e820: 00000O010D000006 - 00ODOGO]LTalddBOle |(usable)
DMI present,
ACPI: RSDP (v@8B PTLTD | @ BxOBEODA0BROBTECEA
ACPI: RSDT ([v@8l1 PTLTD REDT Bx06040008 LTP ©x<00000D0G) @ OxDDOBDOBBeTefabSa
ACPT: FADT (wB@1 TNTEL 448BX @xA6040008 PTL Ox000f4740) @ Ox00000080efeferds
ACPL: MADT (wadl PTLTD APIC BxGGA40808 LTP Bx )o@ ax efefeflia
ACFI: BOOT (w881 PTLTD SSBFTELS Ox06040000 LTF 6x080000801) @ OxBO0GDOGBeTefelod
ACPT: DSDT (w@81 PTLTD Custom BxA6048008 MSFT Bxdl008Padd) @ OxBOOBAOBADGAOBADE

No NUMA configuration found
Faking a node at 9A09BROS0OGLBGHE0-DIGEEG0]Ta000B0E
Bootmen setup node @ AOGEOSBOGEDOEDOO-D8DOGE01Ta0E0OEE
On node & totalpages: 1977281

DMA zone: 2633 pages, LIFO batch:@

DMA3Z zone: 964648 pages, LIFO batch:3l

Normal zome: 1010000 pages, LIFD batch:3l
ACPT: PM-Timer I0 Part: Bx1003
ACPL: Local APLIC address BxfeefBdon

ACPI: LAPIC (acpi_id[Bx@8] laplc_1d[9x8@8] enabled)
Processor #B 6:15 APIC version 17
ACPL: LAPIC {(acpi_ id[8x8l] lapic id[@xBl] enabled)
Processor #1 6:15 APIC version 17
ACPI:

LAPIC NMI {acpl
F forward: <SPAC

1d[0x08] higl

h edge lint

[Bx1])

E=, <ENTE

The kernel log bugger (log_buf) might contains useful clues preceding the crash, which
might help us pinpoint the problem more easily and understand why our system went
down. The log command may not be really useful if you have intermittent hardware
problems or purely software bugs, but it is definitely worth the try. Here's our crash log,
the last few lines:
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ide: failed opcode was: Oxec

mtrr: type mismatch for £8000000,400000 old: wuncachable new:
write-combining

IS0 9660 Extensions: Microsoft Joliet Level 3

IS0 9660 Extensions: RRIP_1991A

SysRq : Trigger a crashdump

And there's the SysRq message. Useful to know. In real cases, there might be something
far more interesting.

25.3 Display process status information

ps - display process status information This command displays process status for
selected, or all, processes in the system. If no arguments are entered, the process data
is displayed for all processes. Take a look at the example below. We have two swapper
processes! As | told you earlier, each CPU has its own scheduler. The active task is
marked with >.
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Figure 48: Kernel crash ps command output example

admin@testhost2:/var/crash/2010-01-192-20:21

File Edit Wiew Terminal Tabs Help
PID FPID CPU TASK ST %MEM V57 R55 COMM ad
= 6] 6] B fFIFffFfT80300ae® RU a.e 5] B [swapper]
6] 1 1 Tffff810187168b6cA RU a.e 5] B [swapper]
1 6] 1 ffff8101870eb7a3@ 1IN a.e 16348 708 init
2 1 @ fTffElel070ebB4d IN a.e 6] 8 [migration/0]
3 1 B fTffElele70ed7ed IN a.e 6] 8 [ksoftirgd/0]
il 1 1 TffffElel070edbd0 IN a.0 [¢] 8 [migration/1]
5 1 1 TfTfTffEl0107168b&20 IN @.e ¢] 8 [ksoftirgd/1]
5] 1 @ fTffElOl1f9cddd6l 1IN @.e ¢] 0 [events/0]
7 1 1 TffTff8le1T9cddled IN @.e ¢] B [events/1]
8 1 1 TfTfff8le1lT9cde7a® 1IN @.e ¢] 8 [khelper]
73 1 @ fTfffElelfodboodnd 1IN @.e ¢] 0 [kthread]
78 73 @ fTffElO1f9=27860 IN @.e ¢] B [kblockdso]
79 73 1 TfTfTfTE1lO1T9e27100 IN @.0 ¢] 0 [kblockd/s1]
:1e] 73 @ fTfffEBlelf9eZeyald IN @.0 ¢] 8 [kacpid]
136 73 @ fTffElel1f9d5c820 IN @.0 ¢] 8 [cqueuesO]
137 73 1 ffffElelfodesecd IN @.0 [¢] B [cqueues/l]
148 73 @ ffffElelfade7860 IN @.0 [¢] B  [Khubd]
142 73 1 ffffElelf9de71e0 IN @.0 [¢] B [kseriod]
214 73 @ ffffB1e1f9de97ad 1IN a.e 5] B [pdflush]
215 73 @ ffffB1e1f9d69840 1IN a.e 5] B [pdflush]
216 73 @ ffff81e1f9decyed 1IN a.e 5] B [kswapdd] m
217 73 @ ffff8le1f9decese 1IN a.e 5] B [aio/B] 7
-- MORE -- forward: =5PACE=, <ENTER> or j backward: k ::

The crash utility may load pointing to a task that did not cause the panic or may not be
able to find the panic task. There are no guarantees. If you're using virtual machines,
including VMware or Xen, then things might get even more complicated.

Figure 49: No panic task found on CentOS 5.4

PANIC: "5SysRq : Trigger a crashdump”
PID: B8
COMMAND: "swapper"
TASK: TTTTTfTT88300aed (1 of 2) [THREAD INFO: TfffffTT803720080]
CPU: B8
STATE: TASK_RUNNING
WARNING: panic task not found

crash> [j
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Figure 50: bt command for wrong process

admin@testhost2:/var/crash/2010-01-19-17:11

crash> |J

File Edit Miew Terminal Tabs Help
crash= bt
FPID: © TASK: fTfTffTfff80300ae@ CPU: 0@ COMMAND: "swapper"

#0 [TTFTTTTTBO3T3ebB] schedule at fIfIfIfTE0062T66
#1 [TTFFFFTTEO3TITO0] cpu_idle at fIfTfffT8004945d

In this case, the pointer in the ps output marks the "wrong" process:

Figure 51: ps command output pointing at wrong process

Ele Edit Wiew Terminal Tabs Help

adminftesthost2: /'var/crash/2010-01-19-17:11

FID FFID CFU TASK 5T  RMEM VaZ R55  COMM E

a 8 @ TrerrrrTes3nsasd RU 0.0 a 0 [swapper]
> a 1 1 frffElela7lopéce RUY 6.8 1] B [swapper]

1 @ 1 ffffelolateentad IN 8.0 16348 G306 init
2 1 @& TfffElel870ebddd IN 0.0 ] 8 [migration/@]
3 1 @ TrITelelo7eed?ed IN 0.0 1] 0 [ksoftirgd/o)
4 1 1 frffelalaTesdoBg 1IN 6.8 ({] B [migration/l)
5 1 1 ffffElolarlengzd IN @ 6.0 ] 8 [ksoftirgd/l]
] 1 @ TffTEl91T9cddBEd IN  ©.0 ] 8 [events/@]
7 1 1 TTITEle1T9cddldd IN 0.0 1] 0 [evenissl]
i 1 1 fffEl@LfIcdaTad IN 6.0 ] 8 [khelper]
ra 1 & fffelolfddbdddn IN 8.0 B 8 [kthread]
T8 73 @ TTTTEL1OLTId697ad IN 0.0 ] 8 [kblockds8]
79 73 1 TTITELOLT94E7100 IN 8.0 ] 0 [kblockds1l]
&a 73 1 fRffELOLFIGGTE6E IN 0.0 ] 8 [kacpid]

136 73 & fffElOLTId463080 IN 0.0 ] 8  [cqueues/B]

Using backtrace for all processes (with foreach) and running the ps command, you should
be able to locate the offending process and examine its task.

25.4 Other useful information

A few more items you may need: bracketed items are kernel threads; for example, init
and udevd are not. Then, there's memory usage information, VSZ and RSS, process
state, and more.

26 Super geeky stuff

Note: This section is impossibly hard. Too hard for most people. Very few people are
skilled enough to dabble in kernel code and really know what's going on in there. Trying

113



www.dedoimedo.com all rights reserved

to be brave and tackle the possible bugs hidden in crash cores is a noble attempt, but
you should not take this lightly. | have to admit that although | can peruse crash reports
and accompanying sources, | still have a huge deal to learn about the little things and
bits. Don't expect any miracles. There's no silver-bullet solution to crash analysis!

Now, time to get ultra-serious. Let's say you may even want to analyze the C code for
the offending function. Needless to say, you should have the C sources available and
be able to read them. This is not something everyone should do, but it's an interesting
mental exercise. Source code. All right, you want examine the code. First, you will have
to obtain the sources.

26.1 Kernel source

Some distributions make the sources readily available. For example, in openSUSE, you
just have to download the kernel-source package. With CentQS, it is a little more difficult,
but doable. You can also visit the Linux Kernel Archive and download the kernel matching
your own, although some sources may be different from the ones used on your system,
since some vendors make their own custom changes.

Once you have the sources, it's time to examine them.

Figure 52: Kernel source example on openSUSE

= admin@testhosti:~

File Edit “iew Terminal Help

testhostl: fusrisrc/linux # 1s =
.mailmap README

COPYING Kbuild MAINTAIMERS EREEADME. SUSE

CREDITS Makefile REFPORTING-EUGS

testhostl: fusr/src/linux #

26.2 cscope
You could browse the sources using the standard tools like find and grep, but this can

be rather tedious. Instead, why not let the system do all the hard work for you. A very
neat utility for browsing C code is called cscope. The tool runs from the command line
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and uses a vi-like interface. By default, it will search for sources in the current directory,
but you can configure it any which way. cscope is available in the repositories:

Figure 53: cscope installation via yum on CentOS

[=] admin@testhost2:/home/admin — || [=]]f e

File Edit Miew Terminal Tabs Help

[+]

[root@testhost2 admin]# yum search cscope
Loaded plugins: fastestmirror
Loading mirror speeds from cached hostfile

* addons: anorien.csc.warwick.ac.uk

* base: anorien.csc.warwick.ac.uk

* contrib: anorien.csc.warwick.ac.uk

* extras: anorien.csc.warwick.ac.uk

* updates: anorien.csc.warwick.ac.uk
=============================== Matched: cscope ================================
cscope.x86_ 64 : C source code tree search and browse tool
cscope-debuginfo.x86 64 : Debug information for package cscope
[root@testhost2 admin]# [J

Now, in the directory containing sources??, run cscope:

cscope -R

This will recursively search all sub-directories, index the sources and display the main
interface. There are other uses as well; try the man page or —help flag.

22By default, the sources are located under /usr/src/linux.
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Figure 54: cscope loaded on CentOS 5.4

admin@testhost2:~/linux-2.6.18.6/kernel

File Edit Miew Terminal Tabs Help
Cscope version 15.5 Press the ? key Tor help

S

Find this C symbol:

Find this global definition:

Find functions called by this fumction:
Find functions calling this function:
Find this text string:

Change this text string:

Find this egrep pattern:

Find this file:

Find files #including this file:

Find all function definitions:

Find all symbol assignments:

Now, it's time to put the tool to good use and search for desired functions. We will begin
with Find this C symbol. Use the cursor keys to get down to this line, then type the
desired function name and press Enter. The results will be displayed:
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Figure 55: Find C symbol using cscope

admin@testhost2:~/linux-2.6.18.6

File Edit Miew Terminal Tabs Help
C symbol: default idle had

File Function Line
B process.c =global= 72 void (*idle)(void ) = default_idle;
1 process.c <global> 1268 EXPORT SYMBOL (default idle);
2 process.c =global= 98 void (*idle)(wvoid ) = default_idle;
3 process.c <global= 64 void (*idle)(void ) = default idle;
4 Kern_util.h =global= 67 extern vold default idle(wvoid );
5 process.c <global= 45 void (*idle)(void ) = default idle;
6 system.h =global= 72 vold default_idle(wvoid );

* 32 more lines - press the space bar to display more *
Find this C symbol:

Find this global definition:

Find functions called by this fumction:
Find functions calling this function:
Find this text string:

Change this text string:

Find this egrep pattern:

Find this file:

Find files #including this file:

Find all function definitions:

Find all symbol assignments:

S

Depending on what happened, you may get many results or none. It is quite possible
that there is no source code containing the function seen in the crash report. If there are
too many results, then you might want to search for the next function in the call trace
by using the Find functions called by this function option. Use Tab to jump between the
input and output section. If you have official vendor support, this is a good moment to
turn the command over and let them drive.

If you stick with the investigation, looking for other functions listed in the call trace can
help you narrow down the C file you require. But there's no guarantee and this can be
a long, tedious process. Furthermore, any time you need help, just press ? and you will
get a basic usage guide:
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Figure 56: cscope help menu

admin@testhost2:~/linux-2.6.18.6/kernel

File Edit Miew Terminal Tabs Help

Press the RETURN key repeatedly to move to the desired input field, type the had
pattern to search for, and then press the RETURN key. For the first 4 and
last 2 input fTields, the pattern can be a regcomp(3) regular expression.
If the search 1s successful, you can use these single-character commands:

B-9a-zA-Z Edit the file containing the displayed line.

space bar Display next set of matching lines.

+ Display next set of matching lines.

v Display next set of matching lines.

- Display previous set of matching lines.

= Edit all lines.

= Write the list of 1lines belng displayed to a file. 7
= Append the 1list of lines being displayed to a file. -
< Read lines from a file.

- Filter all lines through a shell command.

| Pipe all lines to a shell command.

At any time you can use these single-character commands:

TAB Swap positions between input and output areas.

RETURN Move to the next input Tield.

“N Move to the next input field.

P Move to the previous input field.

Type any character to continue: =]

In the kernel source directory, you can also create the cscope indexes, for faster searches
in the future, by running make cscope.

Figure 57: make cscope command example

= admin@testhosti:/usrisrcllinux

File Edit “iew Terminal Help
testhostl: fusrisrc/linux # make cscope

GEM Cscope
testhostl: fusr/src/linux #
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Figure 58: cscope files

= admin@testhost: lusrisrellinux

File Edit “iew Terminal Help

testhostl: fusri/src/linux # 1s -1 cscope* -
-rW-r--r-- 1 root root 449295 2810-81-29 23:04 cscope.files

-rW-r--r-- 1 root root 1535941518 2010-01-2% 23:86 cscope.out

-W-r--r-- 1 root root 25370624 2010-01-2% 23:06 cscope.out.in

-rW-r--r-- 1 root root 141358784 2010-81-29 23:06 cscope.out.po

testhostl: fusr/src/linux #

26.3 Disassemble the object

Assuming you have found the source, it's time to disassemble the object compiled from
this source. First, if you're running a debug kernel, then all the objects have been compiled
with the debug symbols. You're lucky. You just need to dump the object and burrow
into the intermixed assembly-C code. If not, you will have to recompile the source with
debug symbols and then reverse-engineer it.

This is not a simple or a trivial task. First, if you use a compiler that is different than the
one used to compile the original, your object will be different from the one in the crash
report, rendering your efforts difficult if not impossible.

26.4 Trivial example

| call this example trivial because it has nothing to do with the kernel. It merely demon-
strates how to compile objects and then disassemble them. Any source will do. In our
case, we'll use MPlayer, a popular open-source media player as our scapegoat. Download
the MPlayer source code, run ./configure, make. After the objects are created, delete
one of them, then recompile it.

Run make <object name>, for instance:

make xvid _bvr.o I
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Figure 59: Compiling from sources with make

= admin@testhosti:...~[Download/mplayer-checkout-20i10-0:-28

File Edit Wiew Terminal Help
admin@testhostl:~/Download/mplayer-checkout-20160-81-28> make =xvid_vbr.o

cc -WundeT -Wdisabled-optimization -Wno-pointer-sign -Wdeclaration-after-statement -
std=gnu2s -Wall -Wno-switch -Wpointer-arith -Wredundant-decls -04 -march=native -mtu
ne=native -pipe -ffast-math -fomit-frame-pointer -D_LARGEFILE_SOURCE -D_FILE_OFFSET_
BITS=64 -D_LARGEFILEG4 SOURCE -Ilibdvdread4 -I. -D_REENTRANT -C -0 ¥xvid_vbr.o xv
id_wbr.c

admin@testhostl:~/Download/mplayer-checkout-26018-81-28>

Please note that make has no meaning without a Makefile, which specifies what needs
to be done. But we have a Makefile. It was created after we ran . /configure. Otherwise,
all this would not really work. Makefile is very important. We will see a less trivial
example soon. Now, if you do not remove the existing object, then you probably won’t
be able to make it. make compares timestamps on sources and the object, so unless you
change the sources, the recompile of the object will fail.

Figure 60: Kernel object is up to date

=l admin@testhost:...~/Download/mplayer-checkout-2010-01-28

File Edit “iew Terminal Help
testhostl: fusrisrc/linux # make kernel/notifier.o
CHI include/linux/version. h
CHIK include/linux/utsrelease.h
SYMLIMNK includefasm -> arch/xEc/include/asm
CALL scripts/checksyscalls. sh
make[l]: "kernel/notifier.c’ 15 up to date.
testhostl: fusrisrc/linux #

Now, here's another simple example, and note the difference in the size of the created
object, once with the debug symbols and once without:
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Figure 61: Object compiled with debug symbols

= admin@testhosti:~

File Edit :

admin@testhostl:~> gcc memhog. < -o memhog
admin@testhostl:~> 1s -1d memhog

SrWEr-xXr-x 1 admin users 18297 2010-01-29 23:22 memhog
admin@testhostl ~>

admin@testhostl . ~> rm memhog

admin@testhostl: ~>

admin@testhostl:~> gcc -g memhog.c -0 memhog
admin@testhostl ~> 15 -1d memhog

-rWxr-%Xr-x 1 admin users 12125 2010-01-29 23:22 memhog
admin@testhostl:~>

admin@testhostl: ~>

If you don't have a Makefile, you can invoke gcc manually using all sorts of flags. You
will need kernel headers that match the architecture and the kernel version that was used
to create the kernel where the crash occurred, otherwise your freshly compiled objects
will be completely different from the ones you may wish to analyze, including functions
and offsets.

26.5 objdump

A utility you want to use for disassembly is objdump. You will probably want to use the
utility with -S flag, which means display source code intermixed with assembly instruc-
tions. You may also want -s flag, which will display contents of all sections, including
empty ones. -S implies -d, which displays the assembler mnemonics for the machine
instructions from objfile; this option only disassembles those sections which are expected
to contain instructions. Alternatively, use -D for all sections.

Thus, the most inclusive objdump would be:

objdump -D -S <compiled object with debug symbols> > <output file> I

It will look something like this:
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Figure 62: Disassembled object example

=] admin@testhosti:...~[Download/mplayer-checkout-20i10-0:-28
File Edit Wiew Terminal Help
BEAEALTE <vbr_init_fTixedguant>:

178 8b 44 24 84 mow Axd (%esp), %eax

174 2b 9@ ac 68 00 88 mow Bxac(¥eax), Bedx

17a: 85 d2 test ¥edx, ¥edx

17c: 7a 22 jle 130 <vbr_init_fixedquant+@x36>

17e; 83 fa 1f cmp FOx1T, %edx

121 Je B3 jle l3d <vbr_init_fixedquant+@xld>

183 c7 B0 ac 60 00 o8 1f mow 1 $Ox1f, Oxac (%eax)

18a: a6 68 a6

1&8d: 7 B8O cH 0O 68 08 08 movl FOXE, Bxch (%eax)

194 a6 68 a6

197 31 c® xor ¥eax, ¥eax

199: c3 ret

19a: 8d bs 8O 68 86 68 lea Bxf (%esi), %esi

1a@; C7 B0 ac 00 68 08 6l movl FEx1, Bxac(%eax)

la7: a6 68 a6

laa: cy BO cd 098 06 o8 a8 mow 1 FOx6, Bxch (%eax)

1bl: a6 68 a6

1b4: 31 c® xor Feax, ¥eax

1b&: 3 ret

1b7: B9 fH mowv ¥esi, %esi

1b9: 8d bc 27 @8 868 68 @8 lea BxB (%edi, %eiz, 1), %edi
out-file lines 145-171

And an even better example, the memhog dump:
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Figure 63: Memhog binary dumped with objdump

= admin@testhosti:~

File Edit “iew Terminal Help
BEO48458 < libc_start_main@plt>:

2048458, ff 25 08 a6 64 @s8 jmp *OxE042008

804845e; 68 18 8@ o8 06 push joxle

8048463, ed ca ff 7 7f jmp 8048428 <_init+Ox30>
B8048468 <fflush@plts>:

2048468, ff 25 6c a6 64 as jmp *OxE04a00C

204E846e; 68 18 00 08 06 push joxls

8048473 ed pe ff 7 7f jmp 8048428 <_init+Ox30>

BE048478 <printf@plt>:

2048478 ff 25 10 a6 294 88 jmp *OxEE43010

204847e. 68 10 00 20 86 push fEx26

2048483 el ab T ff ff jmp 8048428 < init+0x3a:
BEO48488 <atoi@plt=:

2048488 ff 25 14 a6 94 88 jmp *OxE84a014

204848e. 68 218 00 00 80 push fEx28

2048453 el 968 ff ff ff jmp 8048428 < init+0x3a:

26.6 Moving on to kernel sources

Warming up. Once you're confident practicing with trivial code, time to move to kernel.
Make sure you do not just delete any important file. For the sake of exercise, move or
rename any existing kernel objects you may find lurking about. Then, recompile them.
You will require the .config file used to compile the kernel. It should be included with
the sources. Alternatively, you can dump it. On openSUSE, under /proc/config.gz.

zcat /proc/config.gz > .config

On RedHat machines, you will find the configuration files also under /boot. Make sure
you use the one that matches the crashed kernel and copy it over into the source directory.
If needed, edit some of the options, like CONFIG_DEBUG_INFO. Without the .config

file, you won't be able to compile kernel sources:

123



www.dedoimedo.com all rights reserved

Figure 64: Failed kernel object compilation due to missing kernel config file

=l admin@testhost:...~/Download/mplayer-checkout-2010-0:1-28

File Edit = :

testhostl: fusr/src/linux # make kernel/notifier.o
scripts/kconfig/cont -s arch/xE&/Kconfig

* ¥k ¥

*** You have not yvet configured your kernel!

*** (missing kernel config file ". config")

* & &

**¥* Please run some configurator (e.g. "make oldconfig" or
**¥* "make menuconfig" or "make xconfig")

* &k

make[2]: *** [silentoldconfig] Error 1

make[l]: *** [silentoldconfig] Error 2

make: *** No rule to make target “includefconfiglauto.conf', needed by ~include/
config/kernel release’. Stop.

testhostl: fusri/src/linux #

You may also encounter an error where the Makefile is supposedly missing, but it's there.
In this case, you may be facing a relatively simply problem, with the wrong $ARCH
environment variable set. For example, 585 versus i686 and x86-64 versus x86_64. Pay
attention to the error and compare the architecture to the $ARCH variable. In the worst
case, you may need to export it correctly. For example:

export ARCH=x86_64 I

As a long term solution, you could also create symbolic links under /usr/src/linux from
the would-be bad architecture to the right one. This is not strictly related to the analysis
of kernel crashes, but if and when you compile kernel sources, you may encounter this
issue. Now, regarding the CONFIG_DEBUG_INFO variable; it should be set to 1 in your
.config file. If you recall the Kdump part, this was a prerequisite we asked for, in order
to be able to successfully troubleshoot kernel crashes. This tells the compiler to create
objects with debug symbols.

Alternatively, export the variable in the shell, as CONFIG_DEBUG_INFO=1.

CONFIG_DEBUG_INFO=1 I
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Then, take a look at the Makefile. You should see that if this variable is set, the object
will be compiled with debug symbols (-g). This is what we need. After that, once again,
we will use objdump.

Figure 65: Editing Makefile

admin@testhost: lusrisrcllinux

File Edit “iew Terminal Help

545 else

545 KBUILD _CFLAGS += -fomit-frame-pointer

547 endif

545

5459 difdef CONFIG_UMWIND_IMFO

558 KBUILD _CFLAGS += -fasynchronous-unwWwind-tables
551 LDFLAGS wmlinux += --eh-frame-hdr

552 endif

554 ifdef CONFIG_DEEBUG_IMFO

555 KBUILD _CFLAGS += -g

556 KBUILD_AFLAGS += -gdwarf-2
557 endif

5552 ifdef CONFIG_FUNCTIOM_TRACER
S8 KBUILD _CFLAGS += -pg

551 endif

563 # We trigger additional mismatches with less inlining
Se4 ifdef CONFIG_DEBUG_SECTION_MISMATCH
o58,8-1 34%

Now, Makefile might really be missing. In this case, you will get a whole bunch of errors
related to the compilation process.

Figure 66: Makefile is missing

= admin@testhost:...~/Download/mplayer-checkout-zo10-01-28

File Edit “iew Terminal Help

testhostl: fusr/src/linux # make kernel/notifier.o -
cC -C -0 kernel/notifier.o kernel/notifier.c

kernel/notifier.c:l:26: error: linux/kdebug.h: Mo such Tile or directory
kernel/notifier.c:2:27: error: linux/kprobes.h: No such file or directory
kernel/notifier, c:3:26: error: linux/module. h: No such file or directory
kernel/notifier. c:4:28: error: linux/notifier.h: Mo such file or directory

But with the Makefile in place, it should all work smoothly.
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Figure 67: Successfully compiling kernel object

=] admin@testhost:...~/Download/mplayer-checkout-2010-0:1-28
File Edit Terminal  Help
testhostl: fusr/src/linux # make kernel/notifier.o =
CHE include/linux/version.h
UFD include/linux/version. h
CHIC include/linux/utsrelease. h
UFD include/linux/utsrelease.h
SYMLINK includefasm -> arch/xE&/include/asm
CC kernel/bounds. s
GEM include/linux/bounds. h
[ arch/x86/kernel/asm-offsets. s
GEM include/asm/asm-offsets. h

CALL scripts/checksyscalls, sh
HOSTCC scripts/genksyms/genksyms. o
SHIFPED scripts/genksyms/lex.c
SHIFFPED scripts/genksyms/parse.h
SHIFFED scripts/genksyms/keywords, c
HOSTCC scripts/genksyms/lex.o
SHIFFED scripts/genksyms/parse.
HOSTCC scripts/genksyms/parse. o
HOSTLD scripts/genksyms/genksyms
cC scripts/mod/empty. o
HOSTCC scripts/mod/mk_elfconfig
MEELF scripts/mod/elfconfig.h
HOSTCC scripts/mod/file2alias.o
HOSTCC scripts/mod/modpost. o
HOSTCC scripts/mod/sumversion.o
HOSTLD scripts/mod/modpost
HOSTCC scripts/selinux/mdp/mdp
HOSTCC scripts/kallsyms
HOSTCC scripts/conmakehash
HOSTCC scripts/binic
cC kernel/notifier.o
testhostl: fusr/src/linux #

And then, there's the object up to date example again. If you do not remove an existing
one, you won't be able to compile a new one, especially if you need debug symbols for
later disassembly.
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Figure 68: Kernel object is up to date

=] admin@testhost:...~/Download/mplayer-checkout-2010-0:1-28

File Edit “iew Terminal Help
testhostl: fusr/src/linux # make kernel/notifier.o
CHE include/linux/version.h
CHIK include/linux/utsrelease. h
SYMLIMK include/asm -> arch/x86/include/asm
CALL scripts/checksyscalls. sh
make[l]: “kernel/notifier.o' is up to date,
testhostl: fusr/src/linux #

Finally, the disassembled object:
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Figure 69: Disassembled kernel object

=] admin@testhost:...~/Download/mplayer-checkout-2010-0:1-28

File Edit “iew Terminal Help
kernel/notifier.o: file format elf32-138&

Disassembly of section | text:

BEOHABAA <raw_notifier_chain_register>.
*

* Currently always returns zero.
* II.'
int raw_notifier_chain_registeristruct raw_notifier_head *nh,.
struct notifier_bklock *n)
{

Q. 55 push Febp

1: 89 e5 mow %esp, ¥ebp

R 53 push b

4: 83 ec 04 sub faxd, %esp

7 65 Bb B8d 14 90 00 a8 mow %gs0xl4, %ecx

N 829 4d f&2 mow Fecx, -0xE (%ebp)

11: 31 c9 Kor FeCH, Becx
return notifier_chain_register (&nh->head, nj);

13 8h @8 mov (%eax) , %ecx

static int notifier_chain_register(struct notifier_block **nl.
struct notifier_block *n)

{

while (({*nl) != NULL) {
15: 85 c9 test Fecy, %ecx
17: 74 23 je 3C <raw_notifier_chain_register+@x3c>
ifT (n-=priority = (*nl)-=priority)
15: 2h S5a 08 moy BxE (S%edx) , %ebx

ftmp/fooo lines

26.6.1 What do we do now?

Well, you look for the function listed in the exception RIP and mark the starting address.
Then add the offset to this number, translated to hexadecimal format. Then, go to the
line specified. All that is left is to try to understand what really happened. You'll have an
assembly instruction listed and possibly some C code, telling us what might have gone
wrong. It's not easy. In fact, it's very difficult. But it's exciting and you may yet succeed,
finding bugs in the operating system. What's more fun than that?

Above, we learned about the compilation and disassembly procedures, without really
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doing anything specific. Now that we know how to go about compiling kernel objects
and dissecting them into little bits, let's do some real work.

26.7 Intermediate example

We will now try something more serious. Grab a proof-of-concept code that crashes the
kernel, compile it, examine the crash report, then look for the right sources, do the whole
process we mentioned above, and try to read the alien intermixed assembly and C code.

Of course, we will be cheating, cause we will know what we're looking for, but still, it's
a good exercise. The most basic non-trivial example is to create a kernel module that
causes panic. Before we panic our kernel, let's do a brief overview of the kernel module
programming basics.

26.7.1 Create problematic kernel module

This exercise forces us to deviate from the crash analysis flow and take a brief look at
the C programming language from the kernel perspective. We want to crash our kernel,
so we need kernel code. While we're going to use C, it's a little different from everyday
stuff. Kernel has its own rules.

We will have a sampling of kernel module programing. We'll write our own module and
Makefile, compile the module and then insert it into the kernel. Since our module is
going to be written badly, it will crash the kernel. Then, we will analyze the crash report.
Using the information obtained in the report, we will try to figure out what's wrong with
our sources.

26.7.2 Step 1: Kernel module
We first need to write some C code. Let's begin with hello.c. Without getting too

technical, here's the most basic of modules, with the init and cleanup functions. The
module does not nothing special except print messages to the kernel logging facility.
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Figure 70: Basic kernel module

admin@testhost2:/home/admin/compilation

File Edit Miew Terminal Tabs Help

f*

* hello.c - The simplest kernel module.

*-’,r

#include <linux/module.h= /* Needed by all modules */
#include <linux/kernel.h> /* Needed for KERN_INFO */

int init_module(wvoid)

{
printk({KERN_INFO "Hello world.\n");
i*
# A non @ return means init module Tailed; module can't be loaded.
't"l
return 9;
1
vold cleanup module(vold)
{
printk({KERN_INFO "Goodbye world.\n");
}

S
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1 /x

2 x hello.c — The simplest kernel module.

3 x/

4

5 #include <linux/module.h> /x Needed by all modules x/

6 #include <linux/kernel.h> /% Needed for KERN_INFO x/

7

8 int init_module(void)

9 {

10 printk (KERN_INFO "Helloyworld.\n");

11

12 /x

13 * A non 0 return means init_module failed; module can’'t be
loaded .

14 */

15 return 0;

16 }

17

18 void cleanup_module(void)

19 {

20 printk (KERN_INFO "Goodbye world.\n");

21 }

We need to compile this module, so we need a Makefile:

Figure 71: Basic example Makefile

[=] admin@testhost2:/home/admin/compilation ete ]

File Edit Miew Terminal Tabs Help

obj-m += hello.o [+]
all:

make -C /lib/modules/%(shell uname -r)/build M=5(PWD) modules
clean:

make -C Slib/modules/$(shell uname -r)/build M=% (PWD) clean
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1 obj—-m 4= hello.o

2

3 all:

4 make —C /lib /modules/$(shell uname —r)/build M=$(PWD)
modules

5

6 clean:

7 make —C /lib /modules/$(shell uname —r)/build M=$(PWD) clean

Now, we need to make the module. In the directory containing your hello.c program and
the Makefile, just run make. You will see something like this:

Figure 72: Basic example make command output

[E=] admin@testhost2:/home/admin/compilation = ||

File Edit Miew Terminal Tabs Help
[root@testhost2 compilation]# make E
make -C /lib/modules/2.6.18-164.10.1.el15/build M=/home/admin/compilation modules|
make[1l]: Entering directory ~/Jusr/src/kernels/2.6.18-164.10.1.el5-x86 64"’

CC [M] /home/admin/compilation/hello.o

Building modules, stage 2.

MODPOST

cC Shome/admin/compilation/hello.mod.o

LD [M] /home/admin/compilation/hello.ko
make[1l]: Leaving directory ~/usr/src/kernels/2.6.18-164.10.1.e15-x86 64'
[root@testhost2 compilation]#

Our module has been compiled. Let's insert it into the kernel. This is done using the
insmod command. However, a second before we do that, we can examine our module
and see what it does. Maybe the module advertises certain bits of information that we
might find of value. Use the modinfo command for that.

/sbin/modinfo hello.ko
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Figure 73: modinfo example

admin@testhost2:/home/admin/compilation

File Edit Miew Terminal Tabs Help

[root@testhost2 compilation]# /sbin/modinfo hello.ko Z
filename: hello.ko

srcversion: 67ATCI9765BA14ABAICEBBCF

depends:

vermagic: 2.6.18-164.10.1.e15 SMP mod unload gcc-4.1

[root@testhost2 compilation]#

[root@testhost? compilation]#

In this case, nothing special. Now, insert it:

/sbin/insmod hello.ko

If the module loads properly into the kernel, you will be able to see it with the Ismod
command:

/sbin/lsmod | grep hello

Figure 74: Ismod example

admin@testhost2:/home/admin/compilation

File Edit Miew Terminal Tabs Help

[root@testhost?2 compilation]# /sbin/lsmod | grep hello
hello 34432 0

[root@testhost? compilation]#

[root@testhost2 compilation]#

Notice that the use count for our module is 0. This means that we can unload it from
the kernel without causing a problem. Normally, kernel modules are used for various
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purposes, like communicating with system devices. Finally, to remove the module, use
the rmmod command:

/sbin/rmmod hello I

If you take at a look at /var/log/messages, you will notice the Hello and Goodbye
messages, belonging to the init_module and cleanup_module functions:

Figure 75: Kernel module messages

admin@testhost2:/home/admin

File Edit Wiew Terminal Tabs Help

Mar 25 17:28:31 testhost2 kernel: Hello world.
Mar 25 17:28:39 testhost2 kernel: Goodbye world.

Rl

That was our most trivial example. No crash yet. But we have a mechanism of inserting
code into the kernel. If the code is bad, we will have an oops or a panic.

26.7.3 Step 2: Kernel panic
We'll now create a new C program that uses the panic system call on initialization. Not

very useful, but good enough for demonstrating the power of crash analysis. Here's the
code, we call it kill-kernel.c.
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1 /x

2 % kill—kernel.c — The simplest kernel module to crash kernel.
3 x/

4

5 #include <linux/module.h> /+ Needed by all modules x/
6 #include <linux/kernel . h> /% Needed for KERN_INFO x/
7

8 int init_module(void)

9 {

10 printk (KERN_INFO "Hello,world . Now_ we crash.\n");

11 panic("Down,we,go, panicycalled!");

12

13 return 0;

14 }

15

16 void cleanup_module(void)

17 {

18 printk (KERN_INFO "Goodbye,world.\n");

19 }

When inserted, this module will write a message to /var/log/messages and then panic.
Indeed, this is what happens. Once you execute the insmod command, the machine will
freeze, reboot, dump the kernel memory and then reboot back into the production kernel.

26.7.4 Step 3: Analysis

Let's take a look at the vmcore.
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Figure 76: Intermediate example crash summary

admin@testhost2:/var/crash/2010-03-11-18:41

File Edit Miew Terminal Tabs Help

Type "show copying" to see the conditions. s
There is absolutely no warranty for GDE. Type "show warranty" for details.
This GDB was configured as "x86 64-unknown-linux-gnu®...

KERMEL: fusr/lib/debug/lib/modules/2.6.18-164.108.1.el5.centos.plus/vmlinux
DUMPFILE: vmcore
CPUS: 2
DATE: Thu Mar 11 18:41:08 2010
UPTIME: 00:00:82
LOAD AVERAGE: ©.01, 0.82, 0.00
TASKS: 181 )
NODENAME: testhost2ir
RELEASE: 2.6.18-164.10.1.el5
VERSION: #1 SMP Thu Jan 7 19:54:26 EST 2018
MACHINE: x86 64 (30088 Mhz)
MEMORY: 7.5 GB
PANIC: "Kernmel panic - not syncing: Down we go, panic called!
PID: 19546
COMMAND: "insmod"
TASK: TTfff8101177al7e@ [THREAD INFO: fTff8l0164d38000]
CPU: B
STATE: TASK_RUNNING (PANIC)

B

crash=

And the backtrace:
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Figure 77: Intermediate example backtrace

admin@testhost2:/var/crash/2010-03-11-18:41

File Edit Miew Terminal Tabs Help

VERSION: #1 SMP Thu Jan 7 19:54:26 EST 2018 had
MACHINE: x86_64 (3888 Mhz)
MEMORY: 7.5 GB
PANIC: "Kernel panic - not syncing: Down we go, panic called!”
PID: 19546
COMMAND: "insmod"
TASK: TTTT8101177al7e@ [THREAD INFO: fTfT810164d380800]
CPU: ©
STATE: TASK RUNNING (PANIC)

crash= bt

PID: 19546 TASK: ffff8lelf77al7ed CPU: @  COMMAND: "insmod"”

#0 [TTTT810164d39e50] panic at fITfTTfTEO09103e

#1 [fTTT810164d397T40] init_module at TTFFfTTT8848e02e

#2 [TTTT810164d39T50] sys_init module at TTfffffTEO0a6les

#3 [fTTT810104d39T80] tracesys at fITFTTTT8005d28d (via system_call)
RIP: 0000G03b912d408a RSP: 000@7TfTT8Tf32cd8 RFLAGS: 00800206
RAX: TTTTFTffffffffda RBX: TTTffffT8005d28d RCX: TTIFFffffffffffifrf
RDX: 000O000OBECI5030 RSI: 0000PO000081ed58 RDI: 0OOOOOBOO8cI5050
REF: 0D0OEO0OBEEled58 R3: 000OPOOOOOE20018 R9: DOCOOOEOEEOOEOO3
R10: TIffffffffffffff R11: 0OOOOOOOOOBOO206 R12: BOEOFTTTTET330Th
R13: 0000C00OEPEEE0G3 RI14: 000OPOEOO8CH5058 R15: DOCOOOEEEEOZ20000
ORIG RAX: 000BDEOOAEAEEGaT C5: 8033 55: 002b

crash= I

R

What do we have here? First, the interesting bit, the PANIC string:

"Kernel panic - not syncing: Down we go, panic called!"

That bit looks familiar. Indeed, this is our own message we used on panic. Very infor-
mative, as we know what happened. We might use something like this if we encountered
an error in the code, to let know the user what the problem is. Another interesting piece
is the dumping of the CS register - CS: 0033. Seemingly, we crashed the kernel in user
mode. As I've mentioned before, this can happen if you have hardware problems or if
there's a problem with a system call. In our case, it's the latter. Well, that was easy -
and self-explanatory. So, let's try a more difficult example.
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For more information about writing kernel modules, including benevolent purposes, please
consult the Linux Kernel Module Programming Guide.

26.8 Difficult example

Now another, a more difficult example. We panicked our kernel with ... panic. Now, let's
try some coding malpractice and create a NULL pointer testcase. We will now create a
classic NULL pointer example, the most typical problem with programs. NULL pointers
can lead to all kinds of unexpected behavior, including kernel crashes. Our program,
called null-pointer.c, now looks like this:

1 /x

2 % null—pointer.c — A not so simple kernel module to crash
kernel .

3 x/

4

5 #include <linux/module.h> /% Needed by all modules x/

6 #include <linux/kernel . h> /x Needed for KERN_INFO x/

7

8 char xp=NULL;

9

10 int init_module(void)

11 {

12 printk (KERN_INFO "We, is gonna KABOOM,now!\n");

13

14 xp = 1;

15 return 0;

16 }

17

18 void cleanup_module(void)

19 {

20 printk (KERN_INFO "Goodbye world.\n");

21 }

We declare a NULL pointer and then dereference it. Not a healthy practice. | guess
programmers can explain this more eloquently than I, but you can't have something
pointing to nothing get a valid address of a sudden. In kernel, this leads to panic.
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Indeed, after making this module and trying to insert it, we get panic. Now, the sweet

part.

26.8.1

In-depth analysis

Looking at the crash report, we see a goldmine of information:

Figure 78: Null pointer example crash report

Fle Edit

crash= I

View Termina

current stack base:

KERMEL :
DUMPFILE:
CPUS:
DATE:
UPTIME:
LOAD AVERAGE:
TASKS:
NODENAME :
RELEASE:
VERSION:
MACHINE:
MEMORY :
PANIC:
PID:
COMMAND :
TASK:
CPU:
STATE:
WARNING:

admin@testhost2:/var/crash/2010-03-25-18:30
Tabs
process stack pointer: TTff8101dda79c78

Help

frff8lolf8anzo0n

Jusr/lib/debug/lib/modules/2.6.18-164.10.1.el5.centos.plus/vmlinux
vmcore

2

Thu Mar 25
00:00:00
.72, 8.41,
136
testhost2 s
2.6.18-164.10.1.e15

18:30:14 2010

B.16

20

#1 SMP Thu Jan 7 19:54:26 EST 2018

*86_64 (3080 Mhz)

7.5 GB

"Oops: 0802 [1] SMP " (check Llog for details)

6]

"swapper"

TIFFTITTT80300ae0 (1 of 2) [THREAD INFO: TffffffTf80372000]
c]

TASK_RUNNING
panic task mot found

[+]

T

Let's digest the stuff:

details)

PANIC: "QOops:

0002 [1] SMP " (check log for
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We have an Oops on CPU 1. 0002 translates to 0010 in binary, meaning no page was
found during a write operation in kernel mode. Exactly what we're trying to achieve.
We've also referred to the log. More about that soon.

WARNING: panic task not found

There was no task, because we were just trying to load the module, so it died before
it could run. In this case, we will need to refer to the log for details. This is done by
running log in the crash utility, just as we've learned. The log provides us with what we
need:

Figure 79: Null pointer example crash log

admin@testhost2:/var/crash/2010-03-25-18:30

Ele Edit View Terminal Tabs Help

Pid: 2673, comm: insmod Tainted: P 2.6.18-164.10.1.el5 #1
RIF: 8010: [<ffTffffTf88490027=>] [<fffTfTfff88490027>] :null_pointer:init_module+0x19/0x22
RSP: B01B:ffff8101d5787ff48 EFLAGS: 00010286
RAX: DDOOOOOOOOOOOOOE RBX: TFFfTffTfTTB88490480 RCX: ffffffff80309c28
RDX: TTffffTfE80309c28 RS5I: DOOOOOOOOMOEOBE8G RDI: ffffffffE0309c20
REP: 000O0DOB0O00e49030 RO8: TfFffffTffB80309c28 RO9: 3535353535353535
R10: 900000EO0OR0AEAEE R1l: ffff8l01l870f9b20 R12: 00OGOGOO000led7e
R13: 000O0OBO00e49050 R14: 0OO0OOOOO0OOZE080 R15: 00OGOGEOOOOO20000
FS: 00002b7el4563210(0000) GS:ffffffff803clof0(B6080) knlGS:0000000E0CRB0E00
CS: 0010 DS: 000O ES: 0O0OGA CRO: 00BOEOOOBO05003b
CRZ: 000O0OEOOOROAERE CR3: 0DOOGOO01dcd4d3000 CR4: 0OOEOGOOOEOGOEEO
Process insmod (pid: 2673, threadinfo Tfff8101d578e000, task fffT8101ldf5Te7al)
Stack: 00ORORORORed49850 FTIffffTff800a6leS ODOONOOOOBOB20000 BRHOOOOBOEO49050
PEOERORERAEOEAR3 DERETFTT193939%:=8 0OMODORORAD1led7e FIfffTffT8005d28d
pEOEROREBEEEE28GE TTITFFffffffffffff OOOOOOAOOOROOEA3 GOOOAOOAROOZ20810
Call Trace:

[«FfTTTTTTTB00a61le5>] sys _init module+Oxaf/O0x1T2

[«fffffFTTE005d28d>] tracesys+0xd5/0xed

[*]

Code: c6 00 01 31 c@ 5a c3 90 90 3c 36 3e 47 6T 6T 64 62 79 65 20
RIF [=fTfffffT88490027=] :null_pointer:init_module+8x19/0x22

RSP =fffTB8101d578TT48>

crash= ]

B

The RIP says null_pointer:init_module+0x19/0x22. We're making progress here.
We know there was a problem with NULL pointer in the init_module function. Time
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to disassemble the object and see what went wrong. There's more useful information,
including the fact the kernel was Tainted by our module, the dumping of the CS register
and more. We'll use this later. First, let's objdump our module.

objdump -d -S null-pointer.ko > /tmp/whatever

Looking at the file, we see the Rain Man code:

Figure 80: Null pointer example disassembled object code

admin@testhost2:/home/admin/compilation

Eile Edit View Terminal Tabs Help

Disassembly of section .text:

0000000000000008 <=cleanup_module=:
b

vold cleanup_module(void)
{
printk(KERN INF0O "Goodbye world.\n");
@: 48 c7 c7 00 60 0O 66 mow S0x0,%rdi
31 c@ xor %eax,%seax
9: ed 00 00 0O 08 jmpg e =init module=

~

S

000000000000000e <init module=:

e: 48 83 ec 08 sub 50x8,%rsp
12: 48 c7 c7 00 00 00 06 mow SOx0,%rdi
19: 31 c@ xor %eax , seax
1b: e8 00 00 00 68 callg 20 <init module+8x12=
20: 48 8b 05 00 60 GO 66 mow B(%rip),%srax # 27 =init_module+8x19=
27: ch 66 061 movh S0x1, (%srax)
2a: 31 c@ xor %eax,%seax
2c: 5a pop %Brdx
2d: c3 retq
B

The first part, the cleanup is not really interesting. We want the init_module. The
problematic line is even marked for us with a comment: # 27 <init_module+0x19>.
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27: ¢c6 00 01 movb $0x1, (%rax)

What do we have here? We're trying to load (assembly movb) value 1 ($0x1) into the
RAX register (%rax). Now, why does it cause such a fuss? Let's go back to our log
and see the memory address of the RAX register:

Figure 81: Null pointer example registers

admin@testhost2:/var/crash/2010-03-25-18:30

File Edit WView Terminal Tabs Help

Pid: 2673, comm: insmod Tainted: P 2.6.18-164.10.1.e15 #1
RIFP: 0010: [<ffTffffff88490027=] [<fTffffff88490027=] :null pointer:init module+Bx19/0x22
RSP: B01B:ffff8101d5787ff48 EFLAGS: 00010286
RAX: 000OOOOOOOROAOOE RBX: fIFfTfffTT88490480 RCX: ffffffffE0309c28
RD¥: fFfffffTff80309c28 RS5I: 0DOO0OOOOODOEOBOBOG RDI: ffffffff80309c20
REP: 0000000000e49030 ROS: fIffffTff80309c28 RO9: 3535353535353535
R10: 00GOOOBOOOOOME0E R11l: ffTfTf81l01070T9b20 R12: 00OOOGOOO00ledTe
R13: 0000000000e49058 R14: DOOOOOOOOMHOZE080 R15: 00OEOGOOOEOZ20000
FS: 00002b7el45632108(0060) GS:ffffffff803clo00(0080) knlGS:0000000000C000000
C5: 0010 DS: 0000 ES: 0000 CRO: 00OOEOOOBO05003D
CR2: D0DOOOOBOOOOONOOE CR3: 0DOOOOOO1dc403080 CR4: 0DOOOGCOOOOD006eD
Process insmod (pid: 2673, threadinfo TfTfT81081d578e000, task TTTfTB8lO1ldf>fe7an)
Stack: 0ODOROAARORed9050 TIfffTfff800a6le5 OOODOOOORAE20000 AOOOOOROE0:49050
pEAEROREBAEEOEAE3 AERET7FTT1l9393%:8 QO0OOOAONBA1led7e TIFffIffTTEO05d28d
pEOEPORERAEEER20G6 TTFFfFffffffFfffff OOOOOOAOOANOOEA3 GOOOAOOAOEO20810
Call Trace:

[«fTTTTTTTE00a61e5>] sys_init module+@xaf/0x1f2

[«FTTTTTTTE005d28d>] tracesys+0xd5/0xed

[+]

Code: cb 80 01 31 cB 5a c3 90 90 3c 36 3e 47 6T 6T 64 62 79 65 20
RIP [«FfTfTfTTfT88490027>] :null_pointer:init module+0x19/0x22

RSP =ffff8101d5781T48>

crash= I

B

RAX register is: 0000000000000000. In other words, zero. We're trying to write to
memory address 0. This causes the page fault, resulting in kernel panic. Problem solved!

Of course, in real life, nothing is going to be THAT easy, but it's a start. In real life,
you will face tons of difficulties, including missing sources, wrong versions of GCC and
all kinds of problems that will make crash analysis very, very difficult. Remember that!

In some cases, you will see a problem that is not immediately apparent from looking at
the sources. This means you will need to work your way through the vmcore, carefully
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tracing the execution. In a nutshell, you will execute whatis command against the
function listed in exception RIP to see what kind of object it is and what arguments it
takes. Then, you will run bt -f command to show all stack data in a frame and focus on
the last thing pushed on the stack. After that, you will use stack command to dump the
complete contents of the data structure at the given address and work your way through
the structure chain, trying to pinpoint the failing/buggy bit of code.

For more information, please take a look at the case study shown in the crash White
Paper. Again, it's easier when you know what you're looking for. Any example you
encounter online will be several orders of magnitude simpler than your real crashes, but
it is really difficult demonstrating an all-inclusive, abstract case. Still, | hope my two
examples are thorough enough to get you started.

26.9 Alternative solution (debug kernel)

If you have time and space, you may want to download and install a debug kernel for
your kernel release. Not for everyday use, of course, but it could come handy when
you're analyzing kernel crashes. While it is big and bloated, it may offer additional,
useful information that can’t be derived from standard kernels. Plus, the objects with
debug symbols might be there, so you won't need to recompile them, just dump them
and examine the code.
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Figure 82: Debug kernel installation
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Figure 83: Debug kernel installation details

kemel-debug
This kernel has several debug facilities enabled that hurt performance. Only use this kemel when investigating problems.
Source Timestamp: 2009-12-15 23:55:40 +0100 GIT Rewvision: 4e2b19b53e3e82343870f1 3d7 efb72e3decB3al4 GIT Branch: openSUSE-11.2

27 Next steps

So the big question is, what do crash reports tell us? Well, using the available information,
we can try to understand what is happening on our troubled systems.

First and foremost, we can compare different crashes and try to understand if there's any
common element. Then, we can try to look for correlations between separate events,
environment changes and system changes, trying to isolate possible culprits to our crashes.

144



www.dedoimedo.com all rights reserved

Combined with submitting crash reports to vendors and developers, plus the ample use
of Google and additional resources, like mailing lists and forums, we might be able to
narrow down our search and greatly simply the resolution of problems. Kernel crash bug
reporting

When your kernel crashes, you may want to take the initiative and submit the report to
the vendor, so that they may examine it and possibly fix a bug. This is a very important
thing. You will not only be helping yourself but possibly everyone using Linux anywhere.
What more, kernel crashes are valuable. If there's a bug somewhere, the developers will
find it and fix it.

27.1 kerneloops.org
kerneloops homepage - http://www.kerneloops.org/

Figure 84: kernelops.org logo

kerneloops.org is a website dedicated to collecting and listing kernel crashes across the
various kernel releases and crash reasons, allowing kernel developers to work on identifying
most critical bugs and solving them, as well as providing system administrators, engineers
and enthusiasts with a rich database of crucial information.
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Figure 85: kernelops.org example

About kerneloops.org

kemeloops.org is a website that tmes to help the developers of the Linue kermel by collecting so-called oopsas, which are the crash signatures af
the Linus kermel. The collected oopses are procedsed statistically o présent information for the kermel developers, such as

& wiich crash signatures occur the most? {and thus need to be fised most urgenthy)
& Wwhen did & certain crazh ssgnature shaow up first?
& Wwiach 4P] functions are the most ermor prone?

Oopses are collacted from the linux-kemsl mailing list {and a few related lists), the bugzilla kemel.org bugzilla and from the chent application that
you can download from this page

Kernel oops count Current top 10 issues
3] =r Interaction betwean EXT4 and

5 & 33-relasse Lljl 1. dguot_claim_space _184?1 the quota code
% B.35err 1765 2. rou_exit_noh; [ 7273
2.6.32-release| 4972 3. rau_enter_nohz - -
2.6.32-rt 1003 4. St_even [ | 2497
2.6.31 -release [ 729416 E 3 I L

5 T - | TEGT 6. rai t create I 655
z.6.30-relezs= I} 152412 ?:u ot videobuf aueus | 597

5. 30-rt 2564 8
2.6.29-release [l 217830 native_apic_write_durmmy | 395

-rc | 20149 9. memcpy_toloverend | 361

Remember the Fedora 12 kernel crash report? We had that native_apic_write_dummy?
Well, let's see what kerneloops.org has to say about it.
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Figure 86: kerneloops.org example - continued

History for
ic_wirite_dumny

S-gitSs & % backtrace:
St 1% Oops #1221780 (3 tmes) #1302565 (9 tmes)
S P L ber
8% \fersions 2% 2.631.12-174.2 3.fc12i685 6x 2.6.31.12-174.2.3.fc12.E86
rcT-git? 4 x 1x 2.631.12-174.2 3.fc12.i686.PAE 2x 2.6.31.12-174.2.3.fc12 686 PAE
> 1x 2.631.6-166fcl12i686

4 x
5x
2 x
;: Furnction native_apic_wirite_dummsy nabve_apic_write_dummy
=i i Frocess 3x swapper Qx swapper
x

1x

= statemen statemen
1x WARMN_OM I £ WARK_OMN stat t
32w 1247 archy’ ki apicfapic.c: 24
36 x 2 U3l ) nat rite_dummy +0x32/0x3e( )

it
10 % g
Backtrace wern_slowpath comson warn_slowpath comwon
18 x * naciwe_apic_write dumay ? native_apic weite dumwy
14 waren_slowpath nuall warn_alowpach rull
Tpatlve aplc write chumey Tnatlve spic write dueary

14 intel_init theemal intel init chermal
1% 7 moe_init 7 wCe_1lnitc
16 x moe_intel feature init woe_intel feature inic

mace cpu Leatures moe cpu feacuces

As you can see, quite a lot. Not only do you have all sorts of useful statistics, you can
actually click on the exception link and go directly to source, to the problematic bit of
code and see what gives. This is truly priceless information!
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Figure 87: kerneloops.org example code

{
WARN ON_ONCE( (cpu_has apic «& 'disable apic)):
pecurn 0;

l||'t
' ® right after this call apic->wrEitesread doesn't do anyrhing
* note chat there is no restore operation ic works one way
i
void apic_dissble(void]
{
apic-»read = native apic read dummy:
apic=>write = native apic_write dummy;:

vold native apic wait_icr_idle(wold)
{
while (apic_read(APIC_ICR) &« APIC_ICR_BUSY)
cpu_relax();

U3z native safe apic_wailrt_icr_idle(woid)
{

iz send StaTus:

int timeoae:

cimeout = 0O:
do |
send status = apic_read(APIC_ICRE) & APIC_ICE_BUSY:
if (!'send status)
hrealk:
udelay|LO0) ;
} while (timeouts < 1000} :

EeTurn E:E"I:'.Id_E catusz;

As we mentioned earlier, some modern Linux distributions have an automated mechanism
for kernel crash submission, both anonymously and using a Bugzilla account.

For example, Fedora 12 uses the Automatic Bug Reporting Tool (ABRT), which collects
crash data, runs a report and then sends it for analysis with the developers. For more
details, you may want to read the Wiki. Beforehand, Fedora 11 used kerneloops utility,
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which sent reports to, yes, you guessed it right, kerneloops.org. Now, some screenshots;
here's an example of a live submission in Fedora 11:

Figure 88: Kernel crash report in Fedora 11

Your system had a kernel failure ¢

There is diagnostic information available for this
fallure. Do you want to submit this information
to the www kerneloops.org website for use by
the Linux kernel developers?

:Alwaysé Yes | :I"-.Ic:: Never | | Show Details:

E &

And more recently in Fedora 12:
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Figure 89: Kernel crash report in Fedora 12

Aeport

Send Item Value
architecture i6BE6
release Fedora release 12 (Constantine)

WARNING: at archyx86/kernel/apic/apic.c:247 native_apic_write_dummy+0x32/0x3e() (Not tainted)
Hardware name: 2373N43
Modules linked in:
Pid: 0, comm: swapper Mot tainted 2.6.31.5-127 fc12 /686 #1
Call Trace:
[<c0436d93>] warn_slowpath_common+0xT0/0x87
[=c0417426=] T native_apic_write_dummy+0x32/0x3e
[<c0436dbc>] warn_slowpath_null+0x12/0x15
[«c0417426>] native_apic_write_dummy+0x32/0x3e
[=c040fd2c>>] intel_init_thermal +0xc3/0x168

F  kermelocps [=c040e8ce=] ? moe_init+0xa9/0xbd
[=c040f600>] mce_intel_feature_init+0x10/0x50
[<cO40dcct>] mce_cpu features+0x1b/0x24
[=c0T60681>] mcheck_init+0x249/0x28b
[<c075eabe=] identify_cpu+0x37f/0x38e
[=00990265=] identify_boot_cpu+0xd/0x23
[<c09903df>] check_bugs+0xbiOxdc
[=c0478a33>] 7 delayacct_init+0x47/0x4c
[<c09898a3>] start_kernel+0x31c/0x330
[=c0989070:=] i386_start_kernel+0x70/0x77
[ end trace a7919e7f17c0a725 |--

Cormment
Brief description how to reproduce this or what you did...

Cancel ][ Refresh H Send

And here's Debian 5.03 Lenny:
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Figure 90: Kernel crash report in Debian Lenny

Your system had a kernel failure ®

There is diagnostic inforrmation available for this
failure. Do you want to submit this inforrmation to
the www.kerneloops.org website for use by the
Linux kernel developers?

|Alway5 | |"r'es | | Mo | | Ne'u'er|

Hopefully, all these submissions help make next releases of Linux kernel and the specific
distributions smarter, faster, safer, and more stable.

27.2 Google for information

Sounds trivial, but it is not. If you're having a kernel crash, there's a fair chance some-
one else saw it too. While environments differ from one another, there still might be
some commonality for them all. Then again, there might not. A site with 10 database
machines and local logins will probably experience different kinds of problems than a
10,000-machine site with heavy use of autofs and NFS. Similarly, companies working
with this or that hardware vendor are more likely to undergo platform-specific issues that
can't easily be find elsewhere.

The simplest way to search for data is to paste the exception RIP into the search box
and look for mailing list threads and forum posts discussing same or similar items. Once
again, using the Fedora case an an example:

151



www.dedoimedo.com all rights reserved

Figure 91: Sample Google search

Gﬂl ngc |nan~,-.=- Apic ke dumrmy Seanch | Sdvansed Search

Search: ® {heweb O pages from the LIK

Web 3 Show optiens Resubs 1- 10 of shout 2,550 for native_aplc_write_dummy. (0,16 s=conds)

Linuz-Kemsl Archive Ee apic native_apic_write_dummy warming

14 Jun 2009 ... [ 0.007031] [=c0112269=] native_apic_write_dummy-+02320013e ... (and
native_apic_write_dummy done its work great catching ..

Ll mckana. e ol ypermalings ke mel 0806, 102853 htmnl -

Linuz-FKemal Archive B apic native_apic_write_dummy warming
WWARNING: at ach/BEkemelfapiciapic o 249 native_apic_write_dummy+0:320x3a0) |
Hardware name: | Modules linked in: | Pid: 0, comene swsapar Mot tsrted ..

sl ckarna. ecu ygemakling kemell806. 102846 it

[Bug 1452 1] Meww. mee: YWarning st boot - native_apic_write dummy

3 Ot 2009 ... hatp:bugzilla kemel org'show_bug.cgi?id=14521 Summary: moe: Waming st
noot - nathve_apic_write_dummy Froduct ACP| Version 25 Kemel ..

it Fridil-are b, comracpbugzilla@ss. | melimeg T3 W '

[Bua 145211 mee: Wiarning at beot - native _apic write dummy

2 Maow 2009 ... mtal comz 2003-11-03 02:41-18 -— Inoks like the APIC is dizabled, since
native_aple_write_dummyi] is complaining. ..

iwite ridare b, comvacpbugzill s sks | melfmeglTEEd B

27.3 Crash analysis results

And after you have exhausted all the available channels, it's time to go through the
information and data collected and try to reach a decision/resolution about the problem
at hand.

We started with the situation where our kernel is experiencing instability and is crashing.
To solve the problem, we setup a robust infrastructure that includes a mechanism for
kernel crash collection and tools for the analysis of dumped memory cores. We now
understand what the seemingly cryptic reports mean.

The combination of all the lessons learned during our long journey allows us to reach a
decision what should be done next. How do we treat our crashing machines? Are they
in for a hardware inspection, reinstallation, something else? Maybe there's a bug in the
kernel internals? Whatever the reason, we have the tools to handle the problems quickly
and efficiently. Finally, some last-minute tips, very generic, very generalized, about what
to do next:
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27.3.1 Single crash

A single crash may seem as too little information to work with. Don’t be discouraged.
If you can, analyze the core yourself or send the core to your vendor support. There's
a fair chance you will find something wrong, either with software at hand, the kernel or
the hardware underneath.

27.3.2 Hardware inspection

Speaking of hardware, kernel crashes can be caused by faulty hardware. Such crashes
usually seem sporadic and random in reason. If you encounter a host that is experiencing
many crashes, all of which have different panic tasks, you may want to considering
scheduling some downtime and running a hardware check on the host, including memtest,
CPU stress, disk checks, and more. Beyond the scope of this book, I'm afraid.

The exact definition of what is considered many crashes, how critical the machine is, how
much downtime you can afford, and what you intend to do with the situation at hand is
individual and will vary from one admin to another.

27.3.3 Reinstallation & software changes

Did the software setup change in any way that correlates with the kernel crashes? If so,
do you know what the change is? Can you reproduce the change and the subsequent
crashes on other hosts? Sometimes, it can be very simple; sometimes, you may not be
able to easily separate software from the kernel or the underlying hardware.

If you can, try to isolate the changes and see how the system responds with or without
them. If there's a software bug, then you might be just lucky enough and have to deal
with a reproducible error. Kernel crashes due to a certain bug in software should look
pretty much the same. But there's no guarantee you'll have it that easy.

Now, if your system is a generic machine that does not keep any critical data on local
disks, you may want to consider wiping the slate clean - start over, with a fresh installation
that you know is stable. It's worth a try.

27.3.4 Submit to developer/vendor

Regardless of what you discovered or you think the problem is, you should send the kernel
crash report to the relevant developer and/or vendor. Even if you're absolutely sure you
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know what the problem is and you've found the cure, you should still leave the official
fix in the hands of people who do this kind of work for a living.

| have emphasized this several times throughout the book, because | truly believe this
is important, valuable and effective. You can easily contribute to the quality of Linux
kernel code by submitting a few short text reports. It's as simple and powerful as that.

28 Conclusion

We worked carefully and slowly through the kernel crash analysis series. In this last part,
we have finally taken a deep, personal look at the crash internals and now have the
right tools and the knowledge to understand what's bothering our kernel. Using this new
wealth of information, we can work on making our systems better, smarter and more
stable.
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Part V

Appendix

29 Kdump

This section contains a few more details about Kdump. Namely, it provides instruc-
tions how to install kexec-tools and kernel-kdump packages manually, and how to use
the friendly and simple YaST Kdump module to configure and setup Kdump in SUSE.
Furthermore, it also covers changes introduced in openSUSE 11 and above.

29.1 Architecture dependencies

The settings listed in this book are only valid for the i386 and x86_64 platforms. Itanium
and PPC require some changes. The best place to look for details is the official doc-

umentation under /usr/share/doc/packages/kdump. Likewise, please check References
(33) further below.

29.2 Install kernel-kdump package manually

The simplest way of installing the package is via the official distro repositories. However,
if this package is missing, your kernel is probably not configured to use Kdump in the
first place, so the chance of encountering this situation is slim. Still, if you did have to
compile the kernel manually, then you will have to install this package after the kernel
has been built and booted into.

29.3 Install kexec-tools package manually

It is possible that you will have to manually download and install the kexec-tools package,
especially if you do not have a vendor-ready kernel image. The best way to install the
package is via the official repositories. However, if the package is not available that way,
then to obtain kexec-tools, you will have to do the following:
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29.3.1 Download the package

You can look for the package either on the official site or download a version from
kernel.org, whichever suits you best.

29.3.2 Extract the archive

The kexec-tools package comes archives. You will first need to extract the package:

tar zxvf kexec-tools.tar.gz I

29.3.3 Make & install the package

To be able to compile your system will have to have the compilation tools installed,
including make, gcc, kernel-source, and kernel-headers. You can obtain these from the
repositories relevant to your distribution. For instance, on Debian-based distros, these
tools are obtained very easily by installing build-essential package (sudo apt-get install
build-essential).

cd kexec-tools-<your-version>
make
make install

29.3.4 Important note

Please make sure you download the right package that matches your Kdump version.
Otherwise, when you try to run Kexec, you are likely to see strange errors, similar to
Possible errors (14.2.1) we have seen earlier during the Kdump testing.
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29.4 SUSE & YaST Kdump module

openSUSE (but also SLES) comes with a very handy YaST Kdump module (yast-kdump),
which allows you to administer the Kdump configuration using YaST. On one hand, this
makes the setup much easier. On the other, you will probably not understand the Kdump
functionality as thoroughly as when using the command-line and working directly against
the configuration file.

Nevertheless, | thought it would be useful to mention this. Indeed, you can see a number
of screenshots taken on an openSUSE 11.1 machine, demonstrating the installation and
the use of the yast-kdump package.

Figure 92: yast2-kdump package installation

File ‘“iew Package Configuraion Dependencies Exiras Help

Filter{ Search ] Package Summary Installed (Avallable)

¢ yasi2-kdurnp Conmfiguration of kdump

Search:

|yas|ﬂ-l:dum|: | v]

— Searchin

[ Hame

% Summany

[ Description
] RPM "Pravides”
] RPM "Requires” 2] I I
[ Fil list Description | Technical Data | Dependencies | Marsions | File List | cnm
yast2-kdump - Configurabion of kdump

Saarch Moda: Configuration of kdurmnp
Contains |-

Supportability, unknown

| Case Sensitive

[ ancel H Accept ]
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After the installation, you can find the module in the System sub-menu. It's called Kernel
Kdump.

Figure 93: Kdump YaST module

7 YaST Control Center @ amazon2 <2> |

File [Edit Help

ﬁ‘;’ Software

>{: letc/sysconfig Editor ‘V Boot Loader
- Hardware

(Wen B, ko i
e MNetwork Devices " Kemel Settings ﬂ Language

Metwork Semnvices T [
i_l:J | Partitionar : =7 Profile Manager
—— =

ﬁ‘ Movell AppArmaor
tg Security and Users m Systemn Backup e System Restoration

ﬁw““"“ﬁ“” 'I System Senvices (Runlavel)
L]

N
k= i
Qysme

}:'.: Miscellaneous

Search...

Configure the boot loader 4

After launching the application, you can start managing the configuration, just like we
did before. The main difference is getting used to the layout, as the options are now
dispersed across a number of windows. Personally, | find this approach more difficult
to understand and manage. However, you should be aware of its existence and use it if
needed.
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Figure 94: Kdump configuration via YaST module

1 YaST2 20 o
m ]
Dump Filering E Kdurm Stirt UP
Dumg Target ~EnableiDisable Kdump
Emall Motdication () Enable Kdump
Expent Setings ® Disabla Kdump
— Kdump Memory
Total System Memary MB]. 3072
Usable Memoary MB]: 2944
Kdump Memary MEB]
[120 B
Help | gancet || Back |0k
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Figure 95: Kdump configuration via YaST module - continued

Start-Up =, Dump Target
Dump Filtering o p g
~ Saving Target for Kdump Image
Emall Motdication Select Target
Expean Seftings =
Local Dirgctory | =
~Local Filesystem
Diractory for Saing Dumps:
fvarfcrash | I Browse

Help I LCancel | Back .[ oK ]

29.5 SUSE (and openSUSE) 11.X setup

While the bulk of the book part above explains the Kdump setup in detail, some things
have changed from SUSE 10.3 to the more recent 11.x versions. This section elaborates
on the differences in the Kdump setup on openSUSE 11.x. Kdump works pretty much
without any problems. Still, you may encounter a few odd issues here and there. | would
like to help you understand these potential problems and provide you with the right tools
to overcome them.

160



www.dedoimedo.com all rights reserved

29.5.1 32-bit architecture

On 32-bit openSUSE 11.2 (Gnome), which | used for the setup, the configuration of
Kdump was pretty straightforward. | downloaded and installed the required packages
using YaST and then launched the YaST Kernel Kdump menu.

Figure 96: Kdump startup configuration via YaST

¢ Kdump Start-Up - YaST (as superuser) - o x
Kdump Start-Up

Enable or disable kdump. mare

Enable/Disable Kdump
Dump Filtering Enable Kdump
Dump Target O Disahle Kdump
Ermnail Motification
E t Setti
xpert =Etings Kdump Memory
Total System Memaory [ME]: 768
Usable Memory [MB]: 704
Kdump Memary [MB]
B4 .
Help ©cancel | | €J0K |
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Kdump service

Kdump service has changed. It is no longer called kdump, it's called boot.kdump and is
invoked during the boot. This means that you will have to adjust the usage of chkconfig

for enabling/disabling Kdump. The new Kdump startup scripts make it more similar to
LKCD.

Figure 97: boot.kdump chkconfig command

= aﬁmin1‘es+hnsh:~

File Edit “iew Terminal Help

testhostl: fhomefadmin # chkconfig boot. kdump =
koot kdump on

testhostl: fhome/admin #

You can also use the System Services module in YaST:
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Figure 98: Runlevel configuration via YaST

System Services [F!unlwe.ll]: Details - YaST (as superuser]

- System Services (Runlevel): Details

Assign system semvices to runlevels by selecting the list entry of the respective service then checking or... maore

Simple Made O Expert Mode
Set default runlevel after booting to:

&: Full multiuser with natwork and display manager b

Senice Running (B |0 |1 |2 |3 & 6 S | Description i

boot. dmraid Mo start dmraid

boot. fuse Yes B Start and stop fuse. I

boot.ipconfig Mo B run ip configuration hooks

‘boot. kdump B y boot configuration

boot. Idconfig Mo B run ldeonfig if needed

boot loadmodules Mo B load modules required to be loag

boot. localls Na B check and mount local filesystel

boot. localnet Mo B satup hostname and yp -
————————————— >

This script loads the kdump kernal on startup

Semnvice will be started in following runlevels:

] 0 1 2 k] 5 s

Set/Reset v

l=r]

Start/Stop/Refresh

Help ©Cancel | | 490K

Memory allocation syntax

The memory allocation syntax has also changed. Although you can use the old crashk-
ernel=XM®@YM syntax just like before, you will notice the default written in the GRUB
menu.Ist configuration file is slightly different. The new syntax specifies a range rather
just the starting point for the allocation. It's nothing cardinal, but worth paying attention

to.
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Figure 99: Kdump GRUB syntax change

splash=silent quiet showopts crashkernel=128M- . 64M@16M vga=0x332
2.6.31.8-0.1-desktop

29.5.2 64-bit architecture

Memory allocation

Similarly, installing and configuring Kdump on 64-bit openSUSE 11.2 takes as much effort
as doing that on the 32-bit machine. However, when | tried to dump the memory, instead
of booting into the crash kernel via the Kexec mechanism, the system simply got stuck. |
realized the default allocating is incorrect. There are several ways you can ascertain this.
First, when the system boots, you can hit Escape button to switch to verbose mode and
then watch the console for Kdump error messages.

Figure 100: Failed memory reservation on a 64-bit machine

rachkernel=X@Y" parameter to the kernel

security

Loading AppArmor profile

Alternatively, you can run Kexec and see if it throws any errors. Just execute:

kexec -p

164



www.dedoimedo.com all rights reserved

Figure 101: Kexec command line error

= aﬁmin1‘es+hnsh:-—

File Edit “iew Terminal Help

testhostl: fhomefadmin # kexec -p =
Memory for crashkernel is not reserved

Flease reserve memory by passing "crashkernel=X@Y" parameter to the kernel

Then try loading kdump kernel

testhostl: fhome/fadmin #

We've seen this kind of message before, and it tells us that the memory has not been
reserved properly. Either you have used a bad offset or none at all. The thing is, by
default openSUSE, both 32-bit and 64-bit are configured to use the 16MB offset. You
can check this value under /proc/config.gz, which contains the list of all parameters the
kernel has been compiled with.

Unfortunately, while 16MB works for 32-bit systems, it is incorrect for the 64-bit architec-
ture. Furthermore, the CONFIG_PHYSICAL_START value set under /proc/config.gz
is incorrect. On my 64-bit openSUSE, it shows:

CONFIG_PHYSICAL_START=0x200000 I

Figure 102: Wrong physical start value

E admin@testhosh:~

File Edit View Terminal Help

testhostl:/ # zcat /proc/config.gz | grep -1 "physical_start" 2
CONFIG_PHYSICAL_START=Bx2060086
testhostl:/ #

If you translate this into decimal, it's only 2MB, below the 16MB value, an impossible
allocation, when it should really read 0x2000000 or 32MB. Indeed, changing it to 32MB
solves the problem. Of course, making the right choice from the start would be even

better.
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Figure 103: Kdump working after reconfigured physical start value

DO001-partl sroot
Nothing to delete in svar-crash.

Sauving dump EEpet s e inadaifnn fon]

29.5.3 Other changes

Uncompressed kernel images

The new Kdump can worked with compressed kernels, so you will no longer require vm-
linux under your /boot directory. Furthermore, the crash mechanism has also undergone
some changes, allowing you to process memory cores in several different ways?3.

debuginfo package missing

One more problem I've encountered is that there is no debuginfo package for the latest
kernel available. This means you will not be able to process your cores. We have
talked about this earlier in the Crash Collection part (l11); for now, you should carefully
inspect what your running kernel version is and what debug packages are available in the
repositories.

Figure 104: debuginfo package missing

othing to delete in shome-scrash.

Baving dump Finished.
senerating README Finizhed.
opying System.map Finished.

opying kernel Finished.

[ Z£7.554598]1 Restarting system.

Available package in the repositories:

23See Crash Collection (1I1).
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Figure 105: Available kernel debuginfo package in the repository

Software Manager - Ya5ST [as superuser]

[ Software Manager

This 1ool lets you mstall. remowe, and wpdate applications, more
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Now, | may be mistaken, but here's what it looks like:
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Figure 106: Kernel debuginfo package installation status

= admin@testhosti:~

File Edit v Terminal Help

testhostl: fhome/admin # uname -r -~
2,6,31.8-8,1-desktop

testhostl: fhomefadmin #

testhostl: fhome/fadmin # rpm -ga | grep debuginfo
kernel-desktop-debuginfo-2.6.31.5-8.1.1. 1586
crash-debuginfo-4.1,8-2,3, 1586
crosscrash-debuginfo-4.8,7,4-3,3, 7586
kernel-desktop-devel-debuginfo-2.6.31.5-0.1.1.1586
kdump-debuginfo-8.8.1-2.3. 1586
kernel-desktop-base-debuginfo-2.6,.31.5-8.1.1.1586

testhostl: fhome/admin #

testhostl: fhome/admin # zZypper install kernel-desktop-debuginfo
Loading repository data. ..

Reading installed packages...

"kernel-desktop-debuginfo' is already installed.

Fesolving package dependencies...

Mothing to do.
testhostl: fhome/fadmin #

The running kernel is at version 31.8-0.1, but the debuginfo is only at version 31.5-0.1.1.
For 64-bit systems, there's kernel-desktop-debuginfo version 31.8-0.1.1, but not 31.8-0.1,
which again, poses a problem, as the two do not match. | did not let zypper get in the
way, so | did a manual check in the Update repository, looking for the RPM package that
matches my running kernel and could not find it, in either 32-bit or 64-bit directories. |

hope this gets sorted soon?*.

30 Crash

30.1 Enable debug repositories

A necessary part of the crash analysis procedure is to have the right debug package
installed, namely the debuginfo package for your running kernel. In commercial versions

2No change at the time this book was written.
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of SUSE and RedHat, debug repositories are enabled by default. However, in openSUSE,
the repositories are available, but disabled, whereas in CentOS, they are missing entirely;
you will have to add them manually.

Figure 107: Enabling Debug repository in openSUSE 11.2

Configured Software FIEpn-si?fnries -YasT (as superuser]
== Configured Software Repositories

= Inthis dialog, manage configurad software repositories and sendces, mora

View:
All repositories v

Priorty Enabled Autorefrash Name Sance URL

53 (Default) v L Updates for openSUSE 11,2-0 hitp-ffdownload opensuse orgfupdates
99 (Default) v openSUSE 11.2-0 cd.f

99 (Default) ¥ v openSUSE-11.2-Dabug hitp://download opensuse. org/debug/di
99 (Default) v & openSUSE-11 2-Non-Oss htp:fdownload opensuse org/distributii
F3 (Default) v v openSUSE-11 2-0ss http fidownload opensuse org/distributii
99 (Default) 4 opanSUSE-11.2-Source hitp://download. opensuse, org/source/d

I — »
) openSUSE-11.2-Debug |
URL: http:/fdownload. opensuse. orgfdebug/distribution/11. 2/repofosss
Category: YaST
Properties
Enabled Enarity:
Automatically Refresh Keap Downloaded Packages IE:

4k Add | | [#Edjt | | S Delefe GPG Keys... | Refrash

Help agancel _¢'QH §

30.1.1 Enable repositories in CentOS

Now, let's take a look at CentOS package management, which uses Pirut front-end for
the yum package manager.
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Figure 108: CentOS repository manager
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The default repository list does not have the Debug repository either included or enabled.
We'll need to add it manually, by hand. Go to CentOS Wiki Additional Resource page and
copy the text from the code box into a text editor. Save the file as Centos-Debug.repo
under /etc/yum.repos.d.
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Figure 109: Adding debug repository file

admin@testhost2:/etc/yum.repos.d

File Edit View Terminal Tabs Help

#Debug Info

[debuginfo]

name=Cent0S-%releasever - DebugInfo
baseurl=http://debuginfo.centos.org/s$releasever/$basearch/
#baseurl=http://debuginfo.centos.org/sreleasever/
gpgcheck=1

enabled=1
gpgkey=nttp://mirror.centos.org/centos/RPM-GPG-KEY-Cent0S-Sreleasever
protect=1

priority=1

#Debug Info

[debuginfo]

name=Cent0S-$releasever - DebugInfo
baseurl=http://debuginfo.centos.org/$releasever/$basearch/
#baseurl=http://debuginfo.centos.org/$releasever/
gpgcheck=1

enabled=0

gpgkey=http://mirror.centos.org/centos/RPM-GPG-KEY-
Cent0S-$releasever

protect=1
priority=1

Please pay attention to the two baseurl lines. The official CentOS documentation lists
the second, shorter string, currently commented in the image and the code section above,
as the right URL for the repository. It does not work?>. However, commenting it out and
enabling the first line, which is commented out by default, solves the problem and you
have the Debug repository enabled. The default version, which does not work:

25This may change at any time.
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#baseurl=http://debuginfo.centos.org/$releasever/$basearch/
baseurl=http://debuginfo.centos.org/$releasever/

This is how it ought to be:

baseurl=http://debuginfo.centos.org/$releasever/$basearch/
#baseurl=http://debuginfo.centos.org/$releasever/

Next, run yum (or Pirut)?®, after the packages are indexed, you will have debuginfo
available, including kernel-debuginfo packages that are mandatory for crash analysis.
You can also manually download RPM files from the repository, but this is a tedious
work and you may miss dependencies.

30.2 Icrash utility (for LKCD)

Icrash is an older utility that you may want to use with memory cores collected us-
ing LKCD. In general, you will need not use the tool manually, because the lkcd save
command that is invoked after the memory core is dumped invokes in turn /crash and
processes the core. Icrash requires System map and Kerntypes files to process the cores:

lcrash <System map> <Kerntypes> <core> I

<System map>> is usually found under /boot. <Kerntypes> is usually found under
/boot. This file lists kernel structures and is required for the analysis of the cores.
<core> is the name of LKCD saved core. LKCD cores are named dump.X, where X is
a sequential number, from 0 to 9. The cores are rotated after 10 collected dumps.

26You will need to toggle enabled=0 to enabled=1 in the file or run the Repository Manager and select
the Debug repository before you can start searching and installing packages.
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30.2.1 Kerntypes

If your running kernel does not have the Kerntypes file, you may be able to create one.
You will need to make sure your kernel has been compiled with the -g option. You can
verify this under /proc/config.gz, CONFIG_DEBUG_INFO=y. We did mention this as
a prerequisite for crash dump collection.

Next, you will require the dwarfextract utility and run it against the kernel that matches
the one used to collect the core and extract the kernel structures. dwarfextract is a
tool to postprocess debuginfo. The tools removes duplicate type information caused by
linking different compilation units. Currently, the tool has only been used to work on the
debuginfo of the kernel package. Further functionality has been requested in the future.

Figure 110: dwarfextract installation via YaST
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The usage is as follows:
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dwarfextract vmlinux <Kerntypes> I

You can name the file anything you want. Just make sure to use the correct name and
path when you invoke the Icrash utility.

30.3 Icrash demonstration

And that's all. If your system is setup correctly, |crash should load:

For more details, please consult the official documentation. You may also want to read
the somewhat older howto on fags.org. Furthermore, there's a very detailed guide in
PDF format is available (direct link): Icrash HOWTO. And that's all. If your system is
setup correctly, Icrash should load:
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Figure 111: Icrash example

Loading type info (Kerntypes) ... Done
Loading kernel symbol information ... Done.
Initialize virtop address translater... Done.
Initialize dump specific data ... Done.
Version of map,dump and types:

harvey Thu Mar_ & 20 38 33 UTC_ 2008
Loading ksyms from dump Done.

DUMP INFORMATION:

architecture:
byte order:
poilnter size:
bytes per word:

[BG 640M OK OByte)

sysrg_handle crashdump+140 [@xffffffffad0edc3ic]
__handle_sysrq_nolock+147 [Oxffffffff80273ea3]

vfs write+244 [OxffffffffEoledfed]
write+1s7 [OxffffffffE0l8e23d]
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31 Other tools

31.1 gdb-kdump

gdb-kdump is a helper script that you can use instead of crash, although you will experi-
ence a limited subset of commands and functions. gdb-kdump can automatically search
and processes the latest core, uncompress kernels, and run basic commands like bt, btpid
and dmesg. gdb-kdump is run against the vmcore file. By default, it will look for the
same kernel used in the vmcore under /boot. If it does not find it, it will complain, but
you can solve the problem by either copying or symlinking the vmlinux file.

gdb-kdump vmcore I

Here's a sample output:
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Figure 112: gdb-kdump sample run
vmlinux

1t under

show warranty™ for detalls

£=, Ccount=262143) at Tﬁfr#ad_wrltt e |

gdb-kdump usage is beyond the scope of this book. We will talk more about gdb in a
dedicated tutorial on www.dedoimedo.com.

31.2 crosscrash

Another interesting tool you might be interested in is crosscrash. Like gdb-kdump, it's
meant to facilitate the reading and analysis of memory core files, without forcing the users
to remember the subtle differences between kernel releases, tools and formats. crosscrash
is still a new technology, so it may not work as expected. However, you should know
about it and test once in a while, to see if it suits your needs.
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Figure 113: crosscrash installation via YaST
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Part VI
References

All of the references are listed as they appear in the book, in the chronological order. The
links are also fully parsed so that you can use them if you print this book. This section
also includes a number of links to Dedoimedo articles mentioned here. For updates,
as well as the complete listing of 500+ reviews, guides and tutorials, you should visit
www.dedoimedo.com.

32 LKCD references

1. LKCD official site
http://lkcd.sourceforge.net/index.html

2. Kernel panic
http://en.wikipedia.org/wiki/Kernel_panic

3. Linux kernel oops
http://en.wikipedia.org/wiki/Linux_kernel_oops

33 Kdump references
1. Kdump official site
http://Ise.sourceforge.net/kdump/

2. Kdump official documentation
http://www.mjmwired.net/kernel/Documentation /kdump/

3. Debugging Linux kernel using Kdump
http://www.linuxsymposium.org/2006/kdump_slides.pdf

34 Crash references

1. System.map on Wikipedia
http://en.wikipedia.org/wiki/System.map

179


http://lkcd.sourceforge.net/index.html
http://en.wikipedia.org/wiki/Kernel_panic
http://en.wikipedia.org/wiki/Linux_kernel_oops
http://lse.sourceforge.net/kdump/
http://www.mjmwired.net/kernel/Documentation/kdump/
http://www.linuxsymposium.org/2006/kdump_slides.pdf
http://en.wikipedia.org/wiki/System.map

www.dedoimedo.com all rights reserved

10.

11.
12.

13.

14.

15.

16.

. The Linux Kernel HOWTO - Systemmap

http://www.fags.org/docs/Linux-HOWTO /Kernel-HOWTO.html#systemmap

Crashdump Debugging - openSUSE
http://en.opensuse.org/Crashdump_Debugging

Kdump - openSUSE
http://en.opensuse.org/Kdump

Crash White Paper
http://people.redhat.com/anderson/crash_whitepaper/

Official LKCD documentation
http://lkcd.sourceforge.net/doc/index.html

Linux Crash HOWTO
http://www.fags.org/docs/Linux-HOWTO//Linux-Crash-HOWTO.html

lcrash HOWTO
http://lkcd.sourceforge.net/doc/lcrash.pdf

Crash utility notes - Transition from exception stack
http://www.mail-archive.com/crash-utility@redhat.com /msg01699.html

O'Reilly’s Understanding Linux Kernel, Chapter 9: Process Address Space, Page
Fault Exception Handler, pages 376-382

O'Reilly’'s Understanding Linux Kernel, Chapter 2: Memory Addressing, Page 36-39

Linux Kernel Archive
http://kernel.org/

cscope
http://cscope.sourceforge.net/

MPlayer source download
http://www.mplayerhq.hu/design7/dload.html

objdump man page
http://linux.die.net/man/1/objdump

Linux Kernel Module Programming Guide
http://tldp.org/LDP /lkmpg/2.6/html/
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17. Crash Whitepaper case study
http://people.redhat.com/anderson/crash_whitepaper/#EXAMPLES

18. Fedora ABRT wiki
https://fedorahosted.org/abrt /wiki

19. CentOS Debug repository
http://debuginfo.centos.org/repository

35 Dedoimedo web articles

1. Collecting and analyzing Linux kernel crashes - LKCD
http://www.dedoimedo.com /computers/lkcd.html

2. Collecting and analyzing Linux kernel crashes - Kdump
http://www.dedoimedo.com /computers/kdump.html

3. How to enable debug repositories in CentOS Linux
http://www.dedoimedo.com/computers/centos-debug.html

4. Kdump on openSUSE 11.2
http://www.dedoimedo.com /computers/kdump-opensuse.html

5. Kdump on CentOS 5.4
http://www.dedoimedo.com /computers/kdump-centos.html

6. Collecting and analyzing Linux kernel crashes - crash
http://www.dedoimedo.com/computers/crash.html

7. Analyzing Linux kernel crash dumps with crash - The one tutorial that has it all
http://www.dedoimedo.com /computers/crash-analyze.html

8. openSUSE 11.2 KDE
http://www.dedoimedo.com /computers/opensuse-11sp2.html

9. openSUSE 11.2 Gnome
http://www.dedoimedo.com /computers/opensuse-11sp2-gnome.html

10. CentOS 5.3
http://www.dedoimedo.com /computers/centos.html
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11.

12.

13.

14.

15.

16.

17.

18.

Ubuntu 9.10 Karmic Koala
http://www.dedoimedo.com /computers/ubuntu-9-10.html

Fedora 11 Leonidas
http://www.dedoimedo.com /computers/fedora-11.html

Fedora 12 Constantine
http://www.dedoimedo.com /computers/fedora-12.html

Debian 5.03 Lenny
http://www.dedoimedo.com /computers/debian.html

RedHat Linux Enterprise 6 Beta
http://www.dedoimedo.com/computers/rh6-beta.html

Linux system utilities
http://www.dedoimedo.com /computers/linux-system-utilities.html

GRUB bootloader - Full tutorial
http://www.dedoimedo.com/computers/grub.html

GRUB 2 bootloader - Full tutorial
http://www.dedoimedo.com/computers/grub-2.html
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