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This chapter examines the scope of malicious software (malware) threats to mobile devices. The stakes
for the wireless industry are high. While malware is rampant among one billion PCs, approximately
twice as many mobile users currently enjoy a malware-free experience. However, since the appearance
of the Cabir worm in 2004, malware for mobile devices has evolved relatively quickly, targeted mostly
at the popular Symbian smartphone platform. Significant highlights in malware evolution are pointed
out which suggest that mobile devices are attracting more sophisticated malware attacks. Fortunately,
a range of host-based and network-based defenses have been developed from decades of experience
with PC malware. Activities are underway to improve protection of mobile devices before the malware
problem becomes catastrophic, but developers are limited by the capabilities of handheld devices.
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In broadband wireless networks, mobile devices will be equipped to directly share resources using service
discovery mechanisms without relying upon centralized servers or infrastructure support. The network
environment will frequently be ad hoc or will cross administrative boundaries. There are many challenges



to enabling secure and private service discovery in these environments, including the dynamic popula-
tion of participants, the lack of a universal trust mechanism, and the limited capabilities of the devices.
To ensure secure service discovery while addressing privacy issues, trust-based models are inevitable.
We survey secure service discovery in the broadband wireless environment. We include case studies of
two protocols which include a trust mechanism, and we summarize future research directions.
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The recent developments in the mobile technology (mobile phones, middleware, wireless networks,
etc.) created a need for new methods of protecting the code transmitted through the network. The oldest
and the simplest mechanisms concentrate more on the integrity of the code itself and on the detection
of unauthorized manipulation. The newer solutions not only secure the compiled program, but also the
data that can be gathered during its “journey,” and even the execution state. Some other approaches
are based on prevention rather than detection. In the chapter we present a new idea of securing mobile
agents. The proposed method protects all components of an agent: the code, the data, and the execution
state. The proposal is based on a zero-knowledge proof system and a secure secret sharing scheme, two
powerful cryptographic primitives. Next, the chapter includes security analysis of the new method and
its comparison to other currently most widespread solutions. Finally, we propose a new direction of
securing mobile agents by straightening the methods of protecting integrity of the mobile code with risk
analysis and a reputation system that helps avoiding a high-risk behavior.
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The broad aim of identity management (IdM) is to manage the resources of an organization (such as files,
records, data and communication infrastructure, and services) and to control and manage access to those
resources in an efficient and accurate way. Consequently, identity management is both a technical and
process orientated concept. The concept of IdM has begun to be applied in identities related applications
in enterprises, governments, and Web services since 2002. As the integration of heterogeneous wireless
networks becomes a key issue in towards the next generation (NG) networks, 1dM will be crucial to the
success of NG wireless networks. A number of issues, such as mobility management, multioperator,
and securities require the corresponding solutions in terms of user authentication, access control, and
so forth. IdM in NG wireless networks is about managing the digital identity of a user and ensuring
that users have fast, reliable, and secure access to distributed resources and services of an NGN and the
associated service providers, across multiple systems and business contexts.
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Wardriving is the practice of searching wireless networks while moving. Originally, it was explicitly
referred to people searching for wireless signals by driving on vans, but nowadays it generally identi-
fies people searching for wireless accesses while moving. Despite the legal aspects, this “quest for
connectivity” spawned a quite productive underground community, which developed powerful tools,
relying on cheap and standard hardware. The knowledge of these tools and techniques has many useful
aspects. First, when designing the security framework of a wireless LAN (WLAN), the knowledge of
the vulnerabilities exploited at the basis of wardriving is a mandatory step, both to avoid penetration
issues and to detect whether attacks are ongoing. Second, hardware and software developers can design
better devices by avoiding common mistakes and using an effective suite for conducting security tests.
Lastly, people who are interested in gaining a deeper understanding of wireless standards can conduct
experiments by simply downloading software running on cost effective hardware. With such preamble,
in this chapter we will analyze the theory, the techniques, and the tools commonly used for wardriving
IEEE 802.11-based wireless networks.

Chapter VI

Intrusion and Anomaly Detection in Wireless NetWOIKS..........ccccvviveiiie i 78
Amel Meddeb Makhlouf, University of the 7th of November at Carthage, Tunisia
Noureddine Boudriga, University of the 7th of November at Carthage, Tunisia

The broadcast nature of wireless networks and the mobility features created new kinds of intrusions and
anomalies taking profit of wireless vulnerabilities. Because of the radio links and the mobile equipment
features of wireless networks, wireless intrusions are more complex because they add to the intrusions
developed for wired networks, a large spectrum of complex attacks targeting wireless environment. These
intrusions include rogue or unauthorized access point (AP), AP MAC spoofing, and wireless denial-of-
service and require adding new techniques and mechanisms to those approaches detecting intrusions
targeting wired networks. To face this challenge, some researchers focused on extending the deployed
approaches for wired networks while others worked to develop techniques suitable for detecting wire-
less intrusions. The efforts have mainly addressed (a) the development of theories to allow reasoning
about detection, wireless cooperation, and response to incidents, and (b) the development of wireless
intrusion and anomaly detection systems that incorporate wireless detection, preventive mechanisms,
and tolerance functions. This chapter aims at discussing the major theories, models, and mechanisms
developed for the protection of wireless networks/systems against threats, intrusions, and anomalous
behaviors. The objectives of this chapter are to (a) discuss security problems in wireless environment,
(b) to present the current research activities, (c) study the important results already developed by re-
searchers, and (d) to discuss
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A lot of networks today are behind firewalls. In peer-to-peer networking, firewall-protected peers may
have to communicate with peers outside the firewall. This chapter shows how to design peer-to-peer
systems to work with different kinds of firewalls within the object-oriented action systems framework
by combining formal and informal methods. We present our approach via a case study of extending a
Gnutella-like peer-to-peer system (Yan et al, 2003) to provide connectivity through firewalls.
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An ubiquitous access and pervasive computing concept is almost intrinsically tied to wireless com-
munications. Emerging next-generation wireless networks enable innovative service access in every
situation. Apart from many remote services, proximity services will also be widely available. People
currently rely on numerous forms of identities to access these services. The inconvenience of possessing
and using these identities creates significant security vulnerability, especially from network and device
point of view in wireless service access. After explaining the current identity solutions scenarios, the
chapter illustrates the on-going efforts by various organizations and the requirements and frameworks to
develop an innovative, easy-to-use identity management mechanism to access the future diverse service
worlds. The chapter also conveys various possibilities, challenges, and research questions evolving in
these areas.
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This chapter provides a survey of privacy enhancing techniques and discusses their effect using a scenario
in which a charged location-based service is used. We introduce four protection levels and discuss an
assessment of privacy enhancing techniques according to these protection levels.
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Lawan A. Mohammad, King Fahd University of Petroleum and Minerals, Saudi Arabia
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This chapter shows that the security challenges posed by the 802.11 wireless networks are manifold
and it is therefore important to explore the various vulnerabilities that are present with such networks.



Along with other security vulnerabilities, defense against denial-of-service attacks is a critical com-
ponent of any security system. Unlike in wired networks where denial-of-service attacks have been
extensively studied, there is a lack of research for preventing such attacks in wireless networks. In ad-
dition to various vulnerabilities, some factors leading to different types of denial-of-service attacks and
some defense mechanisms are discussed in this chapter. This can help to better understand the wireless
network vulnerabilities and subsequently more techniques and procedures to combat these attacks may
be developed by researchers.
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This chapter deals with challenges raised by securing transport, service access, user privacy, and ac-
counting in wireless environments. Key generation, delivery, and revocation possibilities are discussed
and recent solutions are shown. Special focus is on efficiency and adaptation to a mobile environment.
Device domains in personal area networks and home networks are introduced to provide personal digital
rights management (DRM) solutions. The value of smartcards and other security tokens are shown and
a secure and convenient transmission method is recommended based on the mobile phone and near field
communication technology.
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Architecture and protocols for authentication, authorization, and accounting (AAA) are one of the most
important design considerations in 3G/4G telecommunication networks. Many advances have been
made to exploit the benefits of the current systems based on the protocol RADIUS, and the evolution to
migrate into the more secure, robust, and scalable protocol DIAMETER. DIAMETER is the protocol
of choice for the IP multimedia subsystem (IMS) architecture, the core technology for the next gen-
eration networks. It is envisioned that DIAMETER will be widely used in various wired and wireless
systems to facilitate robust and seamless authentication, authorization, and accounting. In this chapter,
we provide an overview of the major AAA protocols of RADIUS and DIAMETER, and we discuss their
roles in practical 1XEV-DO network architectures in the three major network tiers: access, distribution,
and core. We conclude the chapter with a short summary of the current and future trends related to the
DIAMETER-based AAA systems.
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Converging networks and mobility raise new challenges towards the existing authentication, authorisa-
tion, and accounting (AAA) systems. Focus of the research is towards integrated solutions for seamless
service access of mobile users. Interworking issues between mobile and wireless networks are the basis
for detailed research on handover delay, multidevice roaming, mobile networks, security, ease-of-use,
and anonymity of the user. This chapter provides an overview over state-of-the-art in authentication for
mobile systems, and suggests extending AAA-mechanisms to home and community networks, taking
into account security and privacy of the users.
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Wireless networks are gaining popularity that comes with the occurrence of several networking tech-
nologies raising from personal to wide area, from centralized to distributed, and from infrastructure-
based to infrastructure-less. Wireless data link characteristics such as openness of transmission media
make these networks vulnerable to a novel set of security attacks, despite those that they inherit from
wired networks. In order to ensure the protection of mobile nodes that are interconnected using wireless
protocols and standards, it is essential to provide an in-depth study of a set of mechanisms and security
models. In this chapter, we present the research studies and proposed solutions related to the authentica-
tion, privacy, trust establishment, and management in wireless networks. Moreover, we introduce and
discuss the major security models used in a wireless environment.

Chapter XV

The Provably Secure Formal Methods for Authentication and Key Agreement Protocols................ 210
Jianfeng Ma, Xidian University, China
Xinghua Li, Xidian University, China

In the design and analysis of authentication and key agreement protocols, provable secure formal
methods play a very important role, among which the Canetti-Krawczyk(CK) model and the universal
composable(UC) security model are very popular at present. This chapter focuses on these two models
and consists mainly of three parts. (1) There is an introduction to the CK model and the UC model. (2)
There is also a study of these two models, which includes an analysis of the CK model and an extension
of the UC security model. The analysis of the CK model presents its security analysis, advantages, and
disadvantages, and a bridge between this formal method and the informal method (heuristic method) is
established; an extension of the UC security model gives a universally composable anonymous hash cer-
tification model. (3) The applications of these two models are also presented. With these two models, the
four-way handshake protocols in 802.11i and Chinese WLAN security standard WAPI are analyzed.

Chapter XVI
Multimedia Encryption and Watermarking in Wireless ENVIironment............cccocovvvevveveieieecevesvene 236
Shiguo Lian, France Telecom R&D Beijing, China



In awireless environment, multimedia transmission is often affected by the error rate, delaying, terminal’s
power or bandwidth, and so forth, which brings difficulties to multimedia content protection. In the past
decade, wireless multimedia protection technologies have been attracting more and more researchers.
Among them, wireless multimedia encryption and watermarking are two typical topics. Wireless multi-
media encryption protects multimedia content’s confidentiality in wireless networks, which emphasizes
improving the encryption efficiency and channel friendliness. Some means have been proposed, such as
the format-independent encryption algorithms that are time efficient compared with traditional ciphers,
the partial encryption algorithms that reduce the encrypted data volumes by leaving some information
unchanged, the hardware-implemented algorithms that are more efficient than software based ones, the
scalable encryption algorithms that are compliant with bandwidth changes, and the robust encryption al-
gorithms that are compliant with error channels. Compared with wireless multimedia encryption, wireless
multimedia watermarking is widely used in ownership protection, traitor tracing, content authentication,
and so forth. To keep costs low, a mobile agent is used to partition some of the watermarking tasks. To
counter transmission errors, some channel encoding methods are proposed to encode the watermark.
To keep robust, some means are proposed to embed a watermark into media data of low bit rate. Based
on both watermarking and encryption algorithms, some applications arise, such as secure multimedia
sharing or secure multimedia distribution. In this chapter, the existing wireless multimedia encryption
and watermarking algorithms are summarized according to the functionality and multimedia type, their
performances are analyzed and compared, the related applications are presented, and some open issues
are proposed.

Chapter XVII
System-on-Chip Design of the Whirlpool Hash FUNCION ..........cccoveiiiiiicc e, 256
Paris Kitsos, Hellenic Open University (HOU), Patras, Greece

In this chapter, a system-on-chip design of the newest powerful standard in the hash families, named
Whirlpool, is presented. With more details, an architecture and two VLS| implementations are presented.
The first implementation is suitable for high-speed applications while the second one is suitable for appli-
cations with constrained silicon area resources. The architecture permits a wide variety of implementation
tradeoffs. Different implementations have been introduced and each specific application can choose the
appropriate speed-area trade-off implementation. The implementations are examined and compared in
the security level and in the performance by using hardware terms. Whirlpool with RIPEMD, SHA-1,
and SHA-2 hash functions are adopted by the International Organization for Standardization (ISO/IEC)
10118-3 standard. The Whirlpool implementations allow fast execution and effective substitution of any
previous hash families” implementations in any cryptography application.

Section 11
Security in 3G/B3G/4G

Chapter XVIII
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Mohamad Badra, National Center for Scientific Research, France



The fourth generation of mobile networks (4G) will be a technology-opportunistic and user-centric
system combining the economic and technological advantages of different transmission technologies to
provide a context-aware and adaptive service access anywhere and at any time. Security turns out to be
one of the major problems that arise at different interfaces when trying to realize such a heterogeneous
system by integrating the existing wireless and mobile systems. Indeed, current wireless systems use
very different and difficult to combine proprietary security mechanisms, typically relying on the associ-
ated user and infrastructure management means. It is generally impossible to apply a security policy to
a system consisting of different heterogeneous subsystems. In this chapter, we first briefly present the
security of candidate 4G access systems, such as 2/3G, WLAN, WiMax and so forth. In the next step,
we discuss the arising security issues of the system interconnection. We namely define a logical access
problem in heterogeneous systems and show that both the technology-bound low-layer and the overlaid
high-layer access architectures exhibit clear shortcomings. We present and discuss several proposed ap-
proaches aimed at achieving an adaptive, scalable, rapid, easy-to-manage, and secure 4G service access
independently of the used operator and infrastructure. We then define general requirements on candidate
systems to support such 4G security.

Chapter XIX

Security Architectures for B3G Mobile NEtWOTKS..........cociiiiiiiiiiiciece e 297
Christoforos Ntantogian, University of Athens, Greece
Christos Xenakis, University of Piraeus, Greece

The integration of heterogeneous mobile/wireless networks using an IP-based core network material-
izes the beyond 3G (B3G) mobile networks. Along with a variety of new perspectives, the new network
model raises new security concerns, mainly because of the complexity of the deployed architecture and
the heterogeneity of the employed technologies. In this chapter, we examine and analyze the security
architectures and the related security protocols, which are employed in B3G networks focusing on their
functionality and the supported security services. The objectives of these protocols are to protect the
involved parties and the data exchanged among them. To achieve these, they employ mechanisms that
provide mutual authentication as well as ensure the confidentiality and integrity of the data transferred
over the wireless interface and specific parts of the core network. Finally, based on the analysis of the
security mechanisms, we present a comparison of them that aims at highlighting the deployment advan-
tages of each one and classifies the latter in terms of (a) security, (b) mobility, and (¢) reliability.

Chapter XX
Security in UMTS 3G MODIle NEIWOIKS .......cviiiiiiiiiice st 318
Christos Xenakis, University of Piraeus, Greece

This chapter analyzes the security architecture designed for the protection of the universal mobile tele-
communication system (UMTS). This architecture is built on the security principles of 2G systems with
improvements and enhancements in certain points in order to provide advanced security services. The
main objective of the 3G security architecture is to ensure that all information generated by or relating
to a user, as well as the resources and services provided by the serving network and the home environ-
ment, are adequately protected against misuse or misappropriation. Based on the carried analysis, the
critical points of the 3G security architecture, which might cause network and service vulnerability, are



identified. In addition, the current research on the UMTS security and the proposed enhancements that
aim at improving the UMTS security architecture are briefly presented and analyzed.

Chapter XXI
Access Security IN UMTS @nd TIMIS........oiiiiiii e 339
Yan Zhang, Simula Research Laboratory, Norway
Yifan Chen, University of Greenwich, UK
Rong Yu, South China University of Technology, China
Supeng Leng, University of Electronic Science and Technology of China, China
Huansheng Ning, Beihang University, China
Tao Jiang, Huazhong University of Science and Technology, China

Motivated by the requirements for higher data rate, richer multimedia services, and broader radio range,
wireless mobile networks are currently in the stage evolving from the second-generation (2G), for example,
global system for mobile communications (GSM), into the era of third-generation (3G) or beyond 3G or
fourth-generation (4G). Universal mobile telecommunications system (UMTS) is the natural successor
of the current popular GSM. Code division multiple access 2000 (CDMAZ2000) is the next generation
version for the CDMA-95, which is predominantly deployed in the North America and North Korea.
Time division-sychrononous CDMA (TD-SCDMA) is in the framework of 3GPP2 and is expected to
be one of the principle wireless technologies employed in China in the future. It is envisioned that each
of three standards in the framework of international mobile telecommunications-2000 (IMT-2000) will
play a significant role in the future due to the backward compatibility, investment, maintenance cost,
and even politics. In all of the potential standards, access security is one of the primary demands as
well as challenges to resolve the deficiency existing in the second generation wireless mobile networks
such as GSM, in which only one-way authentication is performed for the core network part to verify
the user equipment (UE). Such access security may lead to the “man-in-middle” problem, which is a
type of attack that can take place when two clients that are communicating remotely exchange public
keys in order to initialize secure communications. If both of the public keys are intercepted in the route
by someone, that someone can act as a conduit and send in the messages with a fake public key. As a
result, the secure communication is eavesdropped on by a third party.

Chapter XXII
Security iN 2.5G MODIIE SYSIEMS .....cuvoiiiiecie ettt et s be e b beane e 351
Christos Xenakis, University of Piraeus, Greece

The global system for mobile communications (GSM) is the most popular standard that implements sec-
ond generation (2G) cellular systems. 2G systems combined with general packet radio services (GPRS)
are often described as 2.5G, that is, a technology between the 2G and third (3G) generation of mobile
systems. GPRS is a service that provides packet radio access for GSM users. This chapter presents the
security architecture employed in 2.5G mobile systems, focusing on GPRS. More specifically, the security
measures applied to protect the mobile users, the radio access network, the fixed part of the network, and
the related data of GPRS, are presented and analyzed in details. This analysis reveals the security weak-
nesses of the applied measures that may lead to the realization of security attacks by adversaries. These
attacks threaten network operation and data transfer through it, compromising end-users and network



security. To defeat the identified risks, current research activities on the GPRS security propose a set of
security improvements to the existing GPRS security architecture.

Chapter XXIII

End-to-End Security Comparisons Between IEEE 802.16e and 3G Technologies............ccccoovnvenene. 364
Sasan Adibi, University of Waterloo, Canada
Gordon B. Agnew, University of Waterloo, Canada

Security measures of mobile infrastructures have always been important from the early days of the
creation of cellular networks. Nowadays, however, the traditional security schemes require a more
fundamental approach to cover the entire path from the mobile user to the server. This fundamental
approach is so-called end-to-end (E2E) security coverage. The main focus of this chapter is to discuss
such architectures for IEEE 802.16e (Mobile-WiMAX) and major 3G cellular networks. The end-to-end
implementations usually contain a complete set of algorithms and protocol enhancements (e.g., mutual
identification, authentications, and authorization), including the VLSI implementations. This chapter
discusses various proposals at the protocol level.

Chapter XX1V

Generic Application Security in Current and Future Networks..........cccocveiveiievie v 379
Silke Holtmanns, Nokia Research Center, Finland
Pekka Laitinen, Nokia Research Center, Finland

This chapter outlines how cellular authentication can be utilized for generic application security. It
describes the basic concept of the generic bootstrapping architecture that was defined by the 3rd gen-
eration partnership project (3GPP) for current networks and outlines the latest developments for future
networks.The chapter will provide an overview of the latest technology trends in the area of generic
application security.

Chapter XXV
Authentication, Authorization, and Accounting (AAA) Framework in Network
Mobility (NEMO) ENVIFONMENES.......ciiiiieiieiie e sieestesie e steeseeseesseesseesseessaesseesseesssessesssesssesssesns 395
Sangheon Pack, Korea University, South Korea
Sungmin Baek, Seoul National University, South Korea
Taekyoung Kwon, Seoul National University, South Korea
Yanghee Choi, Seoul National University, South Korea

Network mobility (NEMO) enables seamless and ubiquitous Internet access while on board vehicles. Even
though the Internet Engineering Task Force (IETF) has standardized the NEMO basic support protocol
as a network layer mobility solution, few studies have been conducted in the area of the authentication,
authorization, and accounting (AAA) framework that is a key technology for successful deployment.
In this chapter, we first review the existing AAA protocols and analyze their suitability in NEMO envi-
ronments. After that, we propose a localized AAA framework to retain the mobility transparency as the
NEMO basic support protocol and to reduce the signaling cost incurred in the AAA procedures. The
proposed AAA framework supports mutual authentication and prevents various threats such as replay



attack, man-in-the-middle attack, and key exposure. Performance analysis on the AAA signaling cost
is carried out. Numerical results demonstrate that the proposed AAA framework is efficient under dif-
ferent NEMO environments.

Section 111
Security in Ad Hoc and Sensor Networks

Chapter XXVI
Security in Mobile Ad HOC NEIWOIKS. .......ccviiei et 413
Bin Lu, West Chester University, USA

Mobile ad hoc network (MANET) is a self-configuring and self-maintaining network characterized by
dynamic topology, absence of infrastructure, and limited resources. These characteristics introduce secu-
rity vulnerabilities, as well as difficulty in providing security services to MANETSs. To date, tremendous
research has been done to develop security approaches for MANETS. This work will discuss the existing
approaches that have intended to defend against various attacks at different layers. Open challenges are
also discussed in the chapter.

Chapter XXVII

Privacy and Anonymity in Mobile Ad HOC NEtWOIKS .........ccccviiiiiiiiecie e 431
Christer Andersson, Combitech, Sweden
Leonardo A. Martucci, Karlstad University, Sweden
Simone Fischer-Hubner, Karlstad University, Sweden

Providing privacy is often considered a keystone factor for the ultimate take up and success of mobile ad
hoc networking. Privacy can best be protected by enabling anonymous communication and, therefore,
this chapter surveys existing anonymous communication mechanisms for mobile ad hoc networks. On
the basis of the survey, we conclude that many open research challenges remain regarding anonymity
provisioning in mobile ad hoc networks. Finally, we also discuss the notorious Sybil attack in the context
of anonymous communication and mobile ad hoc networks.

Chapter XXVIII

Secure Routing with Reputation in MANET ..o 449
Tomasz Ciszkowski, Warsaw University, Poland
Zbigniew Kotulski, Warsaw University, Poland

The pervasiveness of wireless communication recently gave mobile ad hoc networks (MANET) sig-
nificant researchers’ attention, due to its innate capabilities of instant communication in many time and
mission critical applications. However, its natural advantages of networking in civilian and military
environments make it vulnerable to security threats. Support for anonymity in MANET is orthogonal
to a critical security challenge we faced in this chapter. We propose a new anonymous authentication
protocol for mobile ad hoc networks enhanced with a distributed reputation system. The main objective
is to provide mechanisms concealing a real identity of communicating nodes with an ability of resistance



to known attacks. The distributed reputation system is incorporated for a trust management and mali-
cious behavior detection in the network.

Chapter XXIX
Trust Management and Context-Driven ACCESS CONEIOL ..........ccuoiiiiiiiiiiceee e 461
Paolo Bellavista, University of Bologna, Italy
Rebecca Montanari, University of Bologna, Italy
Daniela Tibaldi, University of Bologna, Italy
Alessandra Toninelli, University of Bologna, Italy

The increasing diffusion of wireless portable devices and the emergence of mobile ad hoc networks
promote anytime and anywhere opportunistic resource sharing. However, the fear of exposure to risky
interactions is currently limiting the widespread uptake of ad hoc collaborations. This chapter introduces
to the challenge of identifying and validating novel security models/systems for securing ad hoc col-
laborations by taking into account the high unpredictability, heterogeneity, and dynamicity of envisioned
wireless environments. We claim that the concept of trust management should become a primary engi-
neering design principle, to associate with the subsequent trust refinement into effective authorization
policies, thus calling for original and innovative access control models. The chapter overviews the state-
of-the-art solutions for trust management and access control in wireless environments, by pointing out
both the need for their tight integration and the related emerging design guidelines (e.g., exploitation of
context awareness and adoption of semantic technologies).

Chapter XXX

A Survey of Key Management in Mobile Ad HOC NEtWOIKS .........cccvevviiiiiiicieieccc e 479
Bing Wu, Fayetteville State University, USA
Jie Wu, Florida Atlantic University, USA
Mihaela Cardei, Florida Atlantic University, USA

Security has become a primary concern in mobile ad hoc networks (MANETS). The characteristics of
MANETs pose both challenges and opportunities in achieving security goals, such as confidentiality,
authentication, integrity, availability, access control, and nonrepudiation. Cryptographic techniques are
widely used for secure communications in wired and wireless networks. Most cryptographic mecha-
nisms, such as symmetric and asymmetric cryptography, often involve the use of cryptographic keys.
However, all cryptographic techniques will be ineffective if the key management is weak. Key manage-
ment is also a central component in MANET security. The purpose of key management is to provide
secure procedures for handling cryptographic keying materials. The tasks of key management include
key generation, key distribution, and key maintenance. Key maintenance includes the procedures for
key storage, key update, key revocation, key archiving, and so forth. In MANETS, the computational
load and complexity for key management are strongly subject to restriction by the node’s available re-
sources and the dynamic nature of network topology. A number of key management schemes have been
proposed for MANETS. In this chapter, we present a survey of the research work on key management
in MANETSs according to recent literature.



Chapter XXXI

Security Measures for Mobile Ad-Hoc Networks (MANETS) .....ccoieiiiiiiriieeisesese e 500
Sasan Adibi, University of Waterloo, Canada
Gordon B. Agnew, University of Waterloo, Canada

Mobile-IP ad hoc networks (MANETS) have gained popularity in the past few years with the creation
of a variety of ad hoc protocols that specifically offer quality of service (QoS) for various multimedia
traffic between mobile stations (MSs) and base stations (BSs). The lack of proper end-to-end security
coverage, on the other hand, is a challenging issue as the nature of such networks with no specific infra-
structure is prone to relatively more attacks, in a variety of forms. The focus of this chapter is to discuss
a number of attack scenarios and their remedies in MANETSs including the introduction of two entities,
ad hoc key distribution center (AKDC) and decentralize key generation and distribution (DKGD), which
serve as key management schemes.

Chapter XXXII
A Novel Secure Video Surveillance System Over Wireless Ad-Hoc Networks..........ccccoeevvciveninnnn, 515
Hao Yin, Tsinghua University, China
Chuang Lin, Tsinghua University, China
Zhijia Chen, Tsinghua University, China
Geyong Min, University of Bradford, UK

The integration of wireless communication and embedded video systems is a demanding and interesting
topic which has attracted significant research efforts from the community of telecommunication. This
chapter discusses the challenging issues in wireless video surveillance and presents the detailed design
for a novel highly-secure video surveillance system over ad hoc wireless networks. To this end, we ex-
plore the state-of-the-art in the cross domains of wireless communication, video processing, embedded
systems, and security. Moreover, a new media-dependent video encryption scheme, including a reliable
data embedding technique and real-time video encryption algorithm, is proposed and implemented to en-
able the system to work properly and efficiently in an open and insecure wireless environment. Extensive
experiments are conducted to demonstrate the advantages of the new systems, including high security
guarantee and robustness. The chapter would serve as a good reference for solving the challenging is-
sues in wireless multimedia and bring new insights on the interaction of different technologies within
the cross application domain.

Chapter XXXII1
Cutting the Gordian Knot: Intrusion Detection Systems in Ad Hoc Networks .........cccoccoeveveiecnenenn, 531
John Felix Charles Joseph, Nanyang Technological University, Singapore
Amitabha Das, Nanyang Technological University, Singapore
Boot-Chong Seet, Auckland Univerisity of Technology, New Zealand
Bu-Sung Lee, Nanyang Technological University, Singapore

Intrusion detection in ad hoc networks is a challenge because of the inherent characteristics of these
networks, such as, the absence of centralized nodes, the lack of infrastructure, and so forth. Furthermore,
in addition to application-based attacks, ad hoc networks are prone to attacks targeting routing protocols,



which is a novel problem. Issues in intrusion detection in ad hoc networks are addressed by numerous
research proposals in literature. In this chapter, we first enumerate the properties of ad hoc networks
which hinder intrusion detection systems. Second, significant intrusion detection system (IDS) archi-
tectures and methodologies proposed in the literature are elucidated. Strengths and weaknesses of these
works are then studied and explained. Finally, the future directions, which will lead to the successful
deployment of intrusion detection in ad hoc networks, are discussed.

Chapter XXXIV

Security in Wireless SENSOr NEIWOTKS ........c.vciiiiieiicicce st 547
Luis E. Palafox, CICESE Research Center, Mexico
J. Antonio Garcia-Macias, CICESE Research Center, Mexico

In this chapter we present the growing challenges related to security in wireless sensor networks. We
show possible attack scenarios and evidence the ease of perpetrating several types of attacks due to the
extreme resource limitations that wireless sensor networks are subjected to. Nevertheless, we show that
security is a feasible goal in this resource-limited environment. To prove that security is possible we
survey several proposed sensor network security protocols targeted to different layers in the protocol
stack. The work surveyed in this chapter enable several protection mechanisms vs. well documented
network attacks. Finally, we summarize the work that has been done in the area and present a series of
ongoing challenges for future work.

Chapter XXXV

Security and Privacy in Wireless Sensor Networks: Challenges and Solutions............cc.ccceevinienen. 565
Mohamed Hamdi, University of November 7" at Carthage, Tunisia
Noreddine Boudriga, University of November 7" at Carthage, Tunisia

The applications of wireless sensor networks (WSNs) are continuously expanding. Recently, consistent
research and development activities have been associated to this field. Security ranks at the top of the is-
sues that should be discussed when deploying a WSN. This is basically due to the fact that WSNs are, by
nature, mission-critical. Their applications mainly include battlefield control, emergency response (when
a natural disaster occurs), and healthcare. This chapter reviews recent research results in the field of WSN
security.

Chapter XXXVI

Routing Security in Wireless SENSOr NEtWOTKS ........ccuiiiiiiiiiiiiisieseeese s 582
A.R. Naseer, King Fahd University of Petroleum & Minerials, Dhahran
Ismat K. Maarouf, King Fahd University of Petroleum & Minerials, Dhahran
Ashraf S. Hasan, King Fahd University of Petroleum & Minerials, Dhahran

Since routing is a fundamental operation in all types of networks, ensuring routing security is a necessary
requirement to guarantee the success of routing operations. A securing routing task gets more challenging
as the target network lacks an infrastructure-based routing operation. This infrastructure-less nature that
invites a multihop routing operation is one of the main features of wireless sensor networks that raises the
importance of secure routing problem in these networks. Moreover, the risky environment, application



criticality, and resources limitations and scarcity exhibited by wireless sensor networks make the task of
secure routing much more challenging. All these factors motivate researchers to find novel solutions and
approaches that would be different from the usual approaches adopted in other types of networks. The
purpose of this chapter is to provide a comprehensive treatment of the routing security problem in wireless
sensor networks. The discussion flow of the problem in this chapter begins with an overview on wireless
sensor networks that focuses on routing aspects to indicate the special characteristics of wireless sensor
networks from routing perspective. The chapter then introduces the problem of secure routing in wireless
sensor networks and illustrates how crucial the problem is to different networking aspects. This is followed
by a detailed analysis of routing threats and attacks that are more specific to routing operations in wireless
sensor networks. A research-guiding approach is then presented to the reader that analyzes and criticizes
different techniques and solution directions for the secure routing problem in wireless sensor networks.
This is supported by state-of-the-art and familiar examples from the literature. The chapter finally concludes
with a summary and future research directions in this field.

Chapter XXXVII

Localization Security in Wireless Sensor NEtWOIKS .........c.ciueiiriiieiieiiesie e e e see e see e e 617
Yawen Wei, lowa State University, USA
Zhen Yu, lowa State University, USA
Yong Guan, lowa State University, USA

Localization of sensor nodes is very important for many applications proposed for wireless sensor networks
(WSN), such as environment monitoring, geographical routing, and target tracking. Because sensor networks
may be deployed in hostile environments, localization approaches can be compromised by many malicious
attacks. The adversaries can broadcast corrupted location information and they can jam or modify the trans-
mitting signals between sensors to mislead them to obtain incorrect distance measurements or nonexistent
connectivity links. All these malicious attacks will cause sensors to not be able to, or wrongly, estimate
their locations. In this chapter, we summarize the threat models and provide a comprehensive survey and
taxonomy of existing secure localization and verification schemes for wireless sensor networks.

Chapter XXXVIII
Resilience Against False Data Injection Attack in Wireless Sensor Networks..........cccocvvevveieiiennnns 628
Miao Ma, The Hong Kong University of Science and Technology, Hong Kong

One of severe security threats in wireless sensor network is false data injection attack, that is, the com-
promised sensors forge the events that do not occur. To defend against false data injection attacks, six
en-route filtering schemes in a homogeneous sensor network are described. Furthermore, a one sink
filtering scheme in a heterogeneous sensor network is also presented. We find that deploying heteroge-
neous nodes in a sensor network is an attractive approach because of its potential to increase network
lifetime, reliability, and resiliency.

Chapter XXXIX

Survivability of Sensors with Key and Trust Management ............cccooevvieeieneseseeiese s 636
Jean-Marc Seigneur, University of Genev, Switzerland
Luminita Moraru, University of Genev, Switzerland
Olivier Powell, University of Patras, Greece



Weiser envisioned ubiquitous computing with computing and communicating entities woven into the
fabrics of every day life. This chapter deals with the survivability of ambient resource-constrained wire-
less computing nodes, from fixed sensor network nodes to small devices carried out by roaming entities,
for example, as part of a personal area network of a moving person. First, we review the assets that need
to be protected, especially the energy of these unplugged devices. There are also a number of specific
attacks that are described; for example, direct physical attacks are facilitated by the disappearing security
perimeter. Finally, we survey the protection mechanisms that have been proposed with an emphasis on
cryptographic keying material and trust management.

Chapter XL
Fault Tolerant Topology Design for Ad Hoc and Sensor NetwWorks ..........cccveveiviieienieie e, 652
Yu Wang, University of North Carolina at Charlotte, USA

Fault tolerance is one of the premier system design desiderata in wireless ad hoc and sensor networks.
It is crucial to have a certain level of fault tolerance in most ad hoc and sensor applications, especially
for those used in surveillance, security, and disaster relief. In addition, several network security schemes
require that the underlying topology provide fault tolerance. In this chapter, we will review various fault
tolerant techniques used in topology design for ad hoc and sensor networks, including those for power
control, topology control, and sensor coverage.

Section 1V
Security in Wireless PAN/LAN/MAN Networks

Chapter XLI

Evaluating Security Mechanisms in Different Protocol Layers for Bluetooth Connections.............. 666
Georgios Kambourakis, University of the Aegean, Greece
Angelos Rouskas, University of the Aegean, Greece
Stefanos Gritzalis, University of the Aegean, Greece

Security is always an important factor in wireless connections. As with all other existing radio technolo-
gies, the Bluetooth standard is often cited to suffer from various vulnerabilities and security inefficiencies,
while attempting to optimize the trade-off between performance and complementary services including
security. On the other hand, security protocols like IP secure (IPsec) and secure shell (SSH) provide
strong, flexible, low cost, and easy to implement solutions for exchanging data over insecure communi-
cation links. However, the employment of such robust security mechanisms in wireless realms enjoins
additional research efforts due to several limitations of the radio-based connections, for example link
bandwidth and unreliability. This chapter will evaluate several Bluetooth personal area network (PAN)
parameters, including absolute transfer times, link capacity, throughput, and goodput. Experiments
shall employ both Bluetooth native security mechanisms, as well as the two aforementioned protocols.
Through a plethora of scenarios, utilizing both laptops and palmtops, we offer a comprehensive in-depth
comparative analysis of each of the aforementioned security mechanisms when deployed over Bluetooth
communication links.



Chapter XLII
Bluetooth Devices Effect on Radiated EMS of Vehicle Wiring ..o 681
Miguel A. Ruiz, University of Alcala, Spain
Felipe Espinosa, University of Alcala, Spain
David Sanguino, University of Alcala, Spain
AbdelBaset M.H. Awawdeh, University of Alcala, Spain

The electromagnetic energy source used by wireless communication devices in a vehicle can cause
electromagnetic compatibility problems with the electrical and electronic equipment on board. This
work is focused on the radiated susceptibility — EMS — issue and proposes a method for quantifying the
electromagnetic influence of wireless RF transmitters on board vehicles. The key to the analysis is the
evaluation of the relation between the electrical field emitted by a typical Bluetooth device operating
close to the automobile’s electrical and electronic systems and the field level specified by the EMC di-
rective 2004/104/EC for radiated susceptibility tests. The chapter includes the model of a closed circuit
structure emulating an automobile’s electric wire system and the simulation of its behavior under elec-
tromagnetic fields’ action. According to this a physical structure is designed and implemented, which is
used for laboratory tests. Finally, simulated and experimental results are compared and the conclusions
obtained are discussed.

Chapter XLIII

SECUMEY INWLAN L.ttt e bt e b e st e et e e s e et e s beebe e st e s beabeeneesnesteaneens 695
Mohamad Badra, Bat ISIMA, France
Artur Hecker, INFRES-ENST, France

The great promise of wireless LAN will never be realized unless there is an an appropriate security
level. From this point of view, various security protocols have been proposed to handle WLAN security
problems that are mostly due to the lack of physical protection in WLAN or because of the transmission
on the radio link. The purpose of this chapter is (1) to provide the reader with a sample background in
WLAN technologies and standards, (2) to give the reader a solid grounding in common security concepts
and technologies, and (3) to identify the threats and vulnerabilities of WLAN communications.

Chapter XLIV

Access Control in Wireless Local Area Networks: Fast Authentication Schemes ............ccccccevevenen. 710
Jahan Hassan, The University of Sydney, Australia
Bjorn Landfeldt, The University of Sydney, Australia
Albert Y. Zomaya, The University of Sydney, Australia

Wireless local area networks (WLAN) are rapidly becoming a core part of network access. Supporting
user mobility, more specifically, session continuation in changing network access points, is becoming
an integral part of wireless network services. This is because of the popularity of emerging real-time
streaming applications that can be commonly used when the user is mobile, such as voice-over-IP and
Internet radio. However, mobility introduces a new set of problems in wireless environments because of
handoffs between network access points (APs). The IEEE 802.11i security standard imposes an authen-
tication delay long enough to hamper real-time applications. This chapter will provide a comprehensive



study on fast authentication solutions found in the literature as well as the industry that address this
problem. These proposals focus on solving the mentioned problem for intradomain handoff scenarios
where the access points belong to the same administrative domain or provider. Interdomain roaming is
also becoming common-place for wireless access. We need fast authentication solutions for these en-
vironments that are managed by independent administrative authorities. We detail such a solution that
explores the use of local trust relationships to foster fast authentication.

Chapter XLV
Security and Privacy in RFID Based Wireless NetWOIKS.........ccccvviveiiieieciese s 723
Denis Trcek, University of Ljubljana, Slovenia

Mass deployment of radio-frequency identification (RFID) technology is now becoming feasible for
a wide variety of applications ranging from medical to supply chain and retail environments. Its main
draw-back until recently was high production costs, which are now becoming lower and acceptable. But
due to inherent constraints of RFID technology (in terms of limited power and computational resources)
these devices are the subject of intensive research on how to support and improve increasing demands for
security and privacy. This chapter therefore focuses on security and privacy issues by giving a general
overview of the field, the principles, the current state of the art, and future trends. An improvement in the
field of security and privacy solutions for this kind of wireless communications is described as well.

Chapter XLVI

Security and Privacy Approaches for Wireless Local and Metropolitan

Area NetWOrks (LANS & IMANS) ...ttt 732
Giorgos Kostopoulos, University of Patras, Greece
Nicolas Sklavos, Technological Educational Institute of Mesolonghi, Greece
Odysseas Koufopavlou, University of Patras, Greece

Wireless communications are becoming ubiquitous in homes, offices, and enterprises with the popular
IEEE 802.11 wireless LAN technology and the up-and-coming IEEE 802.16 wireless MAN technology.
The wireless nature of communications defined in these standards makes it possible for an attacker to
snoop on confidential communications or modify them to gain access to home or enterprise networks
much more easily than with wired networks. Wireless devices generally try to reduce computation
overhead to conserve power and communication overhead to conserve spectrum and battery power. Due
to these considerations, the original security designs in wireless LANs and MANSs used smaller keys,
weak message integrity protocols, weak or one-way authentication protocols, and so forth. As wireless
networks became popular, the security threats were also highlighted to caution users. A security protocol
redesign followed first in wireless LANs and then in wireless MANS. This chapter discusses the security
threats and requirements in wireless LANs and wireless MANS, with a discussion on what the original
designs missed and how they were corrected in the new protocols. It highlights the features of the cur-
rent wireless LAN and MAN security protocols and explains the caveats and discusses open issues. Our
aim is to provide the reader with a single source of information on security threats and requirements,
authentication technologies, security encapsulation, and key management protocols relevant to wireless
LANSs and MANS.



Chapter XLVII

End-to-End (E2E) Security Approach in WiMAX:

A Security Technical Overview for Corporate Multimedia Applications............ccccceveviiievciecnnan. 747
Sasan Adibi, University of Waterloo, Canada
Gordon B. Agnew, University of Waterloo, Canada
Tom Tofigh, WIMAX Forum, USA

An overview of the technical and business aspects is given for the corporate deployment of services over
WIMAX. WiMAX is considered to be a strong candidate for the next generation of broadband wireless
access; therefore its security is critical. This chapter provides an overview of the inherent and comple-
mentary benefits of broadband deployment over a long haul wireless pipe, such as WIMAX. In addition,
we explore end-to-end (E2E) security structures necessary to launch secure business and consumer class
services. The main focus of this chapter is to look for the best security practice to achieve E2E security
in both vertical and horizontal markets. The E2E security practices will ensure complete coverage of the
entire link from the client (user) to the server. This is also applicable to wireless virtual private network
(VPN) applications where the tunneling mechanism between the client and the server ensures complete
privacy and security for all users. The same idea for E2E security is applied to client-server-based mul-
timedia applications, such as in IP multimedia subsystem (IMS) and voice over IP (MolP), where secure
client/server communication is required. In general, we believe that WiMAX provides the opportunity
for a new class of high data rate symmetric services. Such services will require E2E security schemes
to ensure risk-free high data-rate uploads and downloads of multimedia applications. WiMAX provides
the capability for embedded security functions through the 802.16 security architecture standards. IEEE
802.16 is further subcategorized as 802.16d (fixed-WiMAX) and 802.16e (mobile-WiMAX). Due to
the mobility and roaming capabilities in 802.16e and the fact that the medium of signal transmission
is accessible to everyone, there are a few extra security considerations applied to 802.16e. These extra
features include PKMv2, PKM-EAP authentication method, AES encryption wrapping, and so forth. The
common security features of 802.16d and 802.16e are discussed in this chapter, as well as the highlights
of the security comparisons between other broadband access, 3G technologies, and WiMAX.

Chapter XLVIII
Evaluation of Security Architectures for Mobile Broadband ACCESS ........c.ccevevviveieneieeieiecieaeen, 759
Symeon Chatzinotas, University of Surrey, UK
Jonny Karlsson, Arcada University of Applied Sciences, Finland
Goran Pulkkis, Arcada University of Applied Sciences, Finland
Kaj Grahn, Arcada University of Applied Sciences, Finland

During the last few years, mobile broadband access has been a popular concept in the context of fourth
generation (4G) cellular systems. After the wide acceptance and deployment of the wired broadband
connections, such as DSL, the research community in conjunction with the industry have tried to develop
and deploy viable mobile architectures for broadband connectivity. The dominant architectures which
have already been proposed are Wi-Fi, UMTS, WiMax, and flash-OFDM. In this chapter, we analyze
these protocols with respect to their security mechanisms. First, a detailed description of the authentica-
tion, confidentiality, and integrity mechanisms is provided in order to highlight the major security gaps
and threats. Subsequently, each threat is evaluated based on three factors: likelihood, impact, and risk.



The technologies are then compared taking their security evaluation into account. Flash-OFDM is not
included in this comparison since its security specifications have not been released in public. Finally,
future trends of mobile broadband access, such as the evolution of WiMax, mobile broadband wireless
access (MBWA), and 4G are discussed.

Chapter XLIX

Extensible Authentication (EAP) Protocol Integrations in the Next

Generation CellUIAr NEIWOIKS .........oiiieie ettt sreene e e sneaneans 776
Sasan Adibi, University of Waterloo, Canada
Gordon B. Agnew, University of Waterloo, Canada

Authentication is an important part of the authentication, authorization, and accounting (AAA) schemes,
and the extensible authentication protocol (EAP) is a universally accepted framework for authentication
commonly used in wireless networks and point-to-point protocol (PPP) connections. The main focus
of this chapter is the technical details to examine how EAP is integrated into the architecture of next
generation networks (NGN), such as in worldwide interoperability for microwave access (WiMAX),
which is defined in the IEEE 802.16d and IEEE 802.16¢ standards and in current wireless protocols,
such as IEEE 802.11i. This focus includes an overview of the integration of EAP with IEEE 802.1x,
remote authentication dial in user service (RADIUS), DIAMETER, and pair-wise master key version
(2PKv2).
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Preface

Wireless networks have been seen unprecedented growth in the past few years. Wireless technologies
provide users with a variety of benefits like portability, flexibility, increased productivity, and lower
installation costs. Various wireless technologies, from wireless local area network (WLAN) and Blue-
tooth to WIMAX and third generation (3G) have been developed. Each of these technologies has its
own unigue applications and characteristics. For example, a WLAN can provide the wireless users with
high bandwidth data communication in a restricted and dense area (hotpot). Ad hoc networks, like those
enabled by Bluetooth, allow data synchronization with network systems and application sharing between
devices. WIMAX can provide high-speed, high bandwidth efficiency, and high-capacity multimedia
services for residential as well as enterprise applications.

However, any wireless technology is inherently risky. It has the same risks as the wired networks as
well as new risks brought by the wireless connectivity. There have been many reports of security weak-
nesses and problems related to different wireless technologies, which make wireless security quite a hot
research topic recently, both in the academia and industry.

Wireless security is a very broad area as there are so many different wireless technologies existing.
Each wireless technology has its own architecture, algorithms, and protocols. Different wireless tech-
nologies have their own application areas and different security concerns, requirements, and solutions.
To this end, we want to bring up the Handbook of Research on Wireless Security to serve as a single
comprehensive reference in the field of wireless security.

In this book, the basic concepts, terms, protocols, systems, architectures, and case studies in the wire-
less security are provided. It identifies the fundamental problems, key challenges, and future directions in
designing secure wireless systems. It covers a wide spectrum of topics in a variety of wireless networks,
including attacks, secure routing, encryption, decryption, confidentiality, integrity, key management,
identity management, and also security protocols in standards.

The chapters of this book are authoritatively contributed by a group of internationally renowned
experts on wireless security. They are organized in four sections:

. Section I: Security Fundamentals

. Section II: Security in 3G/B3G/4G

. Section I1I: Security in Ad Hoc and Sensor Networks
. Section 1V: Security in Wireless PAN/LAN/MAN

Section | introduces the basic concepts and fundamental mechanisms of wireless security. This sec-
tion is able to provide the necessary background for readers and introduce all the fundamental issues on
wireless security without previous knowledge on this area. Section Il discusses all the security aspects
in 3G/B3G/4G. It is well known that 3G mobile systems offer mobile users content rich services, wire-
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less broadband access to Internet, and worldwide roaming. Future 4G mobile communication networks
are expected to provide all IP-based services for heterogeneous wireless access technologies, assisted
by mobile IP to provide seamless Internet access for mobile users. However the broadcast nature of the
wireless communication and increased popularity of wireless devices introduce serious security vul-
nerabilities. A variety of security issues regarding 3G/B3g/4G will be introduced and addressed with
effective solutions (e.g., identity management, confidentiality and integrity mechanisms, evaluation
of the current 3G/B3G/4G security protocols, analysis of the impact of security deployment upon the
network performance, etc.). Section 111 explores the security in ad hoc and sensor networks. In recent
years, tremendous technological advances have been made in the areas of wireless ad hoc and sensor
networks. Such networks have a significant impact on a variety of applications including scientific,
military, medical, industrial, office, home, and personal domains. However, these networks introduce
new security challenges due to their dynamic topology, severe resource constraints, and absence of a
trusted infrastructure. Many aspects of security issues regarding the ad hoc and sensor networks will be
covered, including key management, cryptographic protocols, authentication and access control, intru-
sion detection and tolerance, secure location services, privacy and anonymity, secure routing, resilience
against different types of attacks, and so forth. Section IV exploits the security problems in wireless
PAN/LAN/MAN. Nowadays we have continuously growing markets for the wireless PANs, wireless
LANSs, and wireless MANS, but there is a big black hole in the security of this kind of network. Diverse
aspects of the security issues on these types of networks will be introduced. For instance, the threats and
vulnerabilities in wireless LANSs, access control in wireless LANS, evaluating security mechanisms in
wireless PANS, the protocols and mechanisms to enhance the security of wireless LANS/MANS, security
issues in WIMAX, and so forth are discussed. Practical examples will also be introduced to enhance
the understanding.

This book can serve as an essential and useful reference for undergraduate and graduate students,
educators, scientists, researchers, engineers, and research strategists in the field of wireless security.

We hope that by reading this book the reader can not only learn the basic concepts of wireless security
but also get a good insight into some of the key research works in securing the wireless networks. Our
goal is to provide an informed and detailed snapshot of this fast moving field. If you have any feedback
or suggestion, please contact the editors.

Yan Zhang, Jun Zheng, and Miao Ma
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ABSTRACT

This chapter examines the scope of malicious software (malware) threats to mobile devices. The stakes
for the wireless industry are high. While malware is rampant among 1 billion PCs, approximately twice
as many mobile users currently enjoy a malware-free experience. However, since the appearance of the
Cabir worm in 2004, malware for mobile devices has evolved relatively quickly, targeted mostly at the
popular Symbian smartphone platform. Significant highlights in malware evolution are pointed out that
suggest that mobile devices are attracting more sophisticated malware attacks. Fortunately, a range
of host-based and network-based defenses have been developed from decades of experience with PC
malware. Activities are underway to improve protection of mobile devices before the malware problem
becomes catastrophic, but developers are limited by the capabilities of handheld devices.

INTRODUCTION

Most people are aware that malicious software
(malware) is an ongoing widespread problem
with Internet-connected PCs. Statistics about the
prevalence of malware, as well as personal anec-
dotes from affected PC users, are easy to find. PC
malware can be traced back to at least the Brain
virus in 1986 and the Robert Morris Jr. worm in
1988. Many variants of malware have evolved
over 20 years. The October 2006 WildList (www.
wildlist.org) contained 780 viruses and worms

found to be spreading “in the wild” (on real users’
PCs), but this list is known to comprise a small
subset of the total number of existing viruses.
The prevalence of malware was evident in a 2006
CSI/FBI survey where 65% of the organizations
reported being hit by malware, the single most
common type of attack.

A taxonomy to introduce definitions of malware
isshownin Figure 1, but classification is sometimes
difficult because a piece of malware often combines
multiple characteristics. Viruses and worms are
characterized by the capability to self-replicate,
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but they differ in their methods (Nazario, 2004;
Szor, 2005). A virus is a piece of software code
(set of instructions but not a complete program)
attached to a normal program or file. The virus
depends on the execution of the host program.
At some point in the execution, the virus code
hijacks control of the program execution to make
copies of itself and attach these copies to more
programs or files. In contrast, a worm is a stand-
alone automated program that seeks vulnerable
computers through a network and copies itself to
compromised victims.

Non-replicating malware typically hide their
presence on a computer or at least hide their ma-
licious function. Malware that hides a malicious
function but not necessarily its presence is called
a Trojan horse (Skoudis, 2004). Typically, Trojan
horses pose as a legitimate program (such as a
game or device driver) and generally rely on social
engineering (deception) because they are not able
to self-replicate. Trojan horses are used for various
purposes, often theft of confidential data, destruc-
tion, backdoor for remote access, or installation of
other malware. Besides Trojan horses, many types
of non-replicating malware hide their presence in
order to carry out a malicious function on a victim
host without detection and removal by the user.
Common examplesinclude bots and spyware. Bots
are covertly installed software that secretly listen
for remote commands, usually sentthrough Internet
relay chat (IRC) channels, and execute them on
compromised computers. A group of compromised
computers under remote control of a single “bot

Figure 1. A taxonomy of malicious software
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herder” constitute a bot net. Bot nets are often
used for spam, data theft, and distributed denial
of service attacks. Spyware collects personal user
information from a victim computer and transmits
the data across the network, often for advertising
purposes but possibly for data theft. Spyware is
often bundled with shareware or installed covertly
through social engineering.

Since 2004, malware has been observed to
spread among smartphones and other mobile
devices through wireless networks. According to
F-Secure, the number of malware known to target
smartphones is approximately 100 (Hypponen,
2006). However, some believe that malware will
inevitably grow into a serious problem (Dagon,
Martin, & Starner, 2004). There have already
been complex, blended malware threats on mobile
devices. Within a few years, mobile viruses have
grown in sophistication in a way reminiscent of
20 years of PC malware evolution. Unfortunately,
mobile devices were not designed for security, and
they have limited defenses against continually
evolving attacks.

If the current trend continues, malware spread-
ing through wireless networks could consume
valuable radio resources and substantially degrade
the experience of wireless subscribers. Inthe worst
case, malware could become as commonplace in
wireless networks as in the Internet with all its at-
tendant risks of data loss, identity theft, and worse.
The wireless market is growing quickly, but nega-
tive experiences with malware on mobile devices
could discourage subscribers and inhibit market
growth. The concern is serious because wireless
services are currently bound to accounting and
charging mechanisms; usage of wireless services,
whether for legitimate purposes or malware, will
result in subscriber charges. Thus, a victimized
subscriber will not only suffer the experience
of malware but may also get billed extra service
charges. This usage-based charging arrangement
contrasts with PCs which typically have flat charges
for Internet communications.

This chapter examines historical examples of
malware and the current environment for mobile
devices. Potential infection vectors are explored.
Finally, existing defenses are identified and de-
scribed.
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BACKGROUND

Mobile devices are attractive targets for several
reasons (Hypponen, 2006). First, mobile devices
have clearly progressed far in terms of hardware
and communications. PDAs have grown from
simple organizerstominiature computerswiththeir
own operating systems (such as Palm or Windows
Pocket PC/Windows Mobile) that can download
and install a variety of applications. Smartphones
combine the communications capabilities of cell
phoneswith PDA functions. According to Gartner,
almost 1 billion cell phones will be sold in 2006.
Currently, smartphones are a small fraction of the
overall cell phone market. According to the Com-
puter Industry Almanac, 69 million smartphones
will be sold in 2006. However, their shipments are
growing rapidly, and IDC predicts smartphones
will become 15% of all mobile phones by 2009.
Approximately 70% of all smartphones run the
Symbian operating system, made by various
manufacturers, according to Canalys. Symbian is
jointly owned by Sony Ericsson, Nokia, Panasonic,
Samsung, and Siemens AG. Symbian is prevalent
in Europe and Southeast Asia but less common in
North America, Japan, and South Korea. The Japa-
nese and Korean markets have been dominated by
Linux-based phones. The North American market
has a diversity of cellular platforms.

Nearly all of the malware for smartphones has
targeted the Symbian operating system. Descended
from Psion Software’s EPOC, it is structured
similar to desktop operating systems. Traditional
cell phones have proprietary embedded operating
systems which generally accept only Java applica-
tions. In contrast, Symbian application program-
ming interfaces (APIs) are publicly documented so
thatanyone candevelop applications. Applications
packaged in SIS file format can be installed at any
time, which makes Symbian devices more attractive
to both consumers and malware writers.

Mobile devices are attractive targets because
they are well connected, often incorporating
various means of wireless communications. They
are typically capable of Internet access for Web
browsing, e-mail, instant messaging, and appli-
cations similar to those on PCs. They may also

communicate by cellular, IEEE 802.11 wireless
LAN, shortrange Bluetooth, and short/multimedia
messaging service (SMS/MMS).

Another reason for their appeal to malware
writers is the size of the target population. There
were more than 900 million PCs in use worldwide
in 2005 and will climb past 1 billion PCs in 2007,
according to the Computer Industry Almanac. In
comparison, there were around 2 billion cellular
subscribers in 2005. Such a large target popula-
tion is attractive for malware writers who want to
maximize their impact.

Malware is relatively unknown for mobile de-
vices today. At this time, only a small number of
families of malware have been seen for wireless
devices, and malware is not a prominent threat in
wireless networks. Because of the low threat risk,
mobile devices have minimal security defenses.
Another reason is the limited processing capac-
ity of mobile devices. Whereas desktop PCs have
fast processors and plug into virtually unlimited
power, mobile devices have less computing power
and limited battery power. Protection such as anti-
virus software and host-based intrusion detection
wouldincurarelatively high costin processingand
energy consumption. In addition, mobile devices
were never designed for security. For example,
they lack an encrypting file system, Kerberos au-
thentication, and so on. In short, they are missing
all the components required to secure a modern,
network-connected computing device.

Thereisarisk thatmobile users may have afalse
sense of security. Physically, mobile devices feel
more personal because they are carried everywhere.
Users have complete physical control of them, and
hence they feel less accessible to intruders. This
sense of security may lead userstotrustthe devices
with more personal data, increasing the risk of loss
and appeal to attackers. Also, the sense of security
may lead usersto neglect security precautionssuch
as changing default security configurations.

Although mobile devices might be appealing
targets, there are certain drawbacks to malware for
mobile devices. First, mobile devices usually have
intermittent connectivity to the network or other
devices, inorder to save power. This fact limits the
ability of malware to spread quickly. Second, if mal-



ware is intended to spread by Bluetooth, Bluetooth
connections are short range. Moreover, Bluetooth
devices can be turned off or put into hidden mode.
Third, thereisadiversity of mobile device platforms,
in contrast to PCs that are dominated by Windows.
Some have argued that the Windows monoculture
in PCs has made PCs more vulnerable to malware.
To reach a majority of mobile devices, malware
writers must create separate pieces of malware code
for different platforms (Leavitt, 2005).

EVOLUTION OF MALWARE

Malware has already appeared on mobile devices
over the past few years (Peikari & Fogie, 2003).
While the number is still small compared to the
malware families known for PCs, an examination of
prominentexamples showsthat malware isevolving
steadily. The intention here is not to exhaustively
list all examples of known malware but to highlight
how malware has been developing.

Palm Pilots and Windows Pocket PCs were com-
mon before smartphones, and malware appeared
first for the Palm operating system. Liberty Crack
was a Trojan horse related to Liberty, a program
emulating the Nintendo Game Boy on the Palm,
reported in August 2000 (Foley & Dumigan, 2001).
AsaTrojan, it did not spread by self-replication but
depended on being installed from a PC that had the
“liberty 1 1 crack.prc” file. Once installed on a
Palm, it appears on the display as an application,
Crack. When executed, it deletes all applications
from the Palm (www.f-secure.com/v-descs/lib_
palm.shtml).

Discovered in September 2000, Phage was
the first virus to target Palm PDAs (Peikari &
Fogie, 2003). When executed, the virus infects
all third-party applications by overwriting them
(http://lwww.f-secure.com/v-descs/phage.shtml).
Whenaprogram’sicon isselected, the display turns
gray and the selected program exits. The virus can
spread directly to other Palms by infrared beaming
or indirectly through PC synchronization.

Another Trojan horse discovered around the
same time, Vapor is installed on a Palm as the
application “vapor.prc” (www.f-secure.com/v-
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descs/vapor.shtml). When executed, it changes the
file attributes of other applications, making them
invisible (but not actually deleting them). It does
not self-replicate.

In July 2004, Duts was a proof-of-concept
virus, the first to target Windows Pocket PCs. It
asks the user for permission to install. If installed,
it attempts to infect all EXE files larger than 4096
bytes in the current directory.

Laterin2004, Brador was a backdoor for Pocket
PCs (www.f-secure.com/v-descs/brador.shtml). It
installs thefile “svchost.exe” in the Startup directory
so that it will automatically start during the device
bootup. Then it will read the local host IP address
and e-mail that to the author. After e-mailing its IP
address, the backdoor opens a TCP port and starts
listening for commands. The backdoor is capable
of uploading and downloading files, executing
arbitrary commands, and displaying messages to
the PDA user.

The Cabir worm discovered in June 2004 was
a milestone marking the trend away from PDAs
and towards smartphones running the Symbian
operating system. Cabir was a proof-of-concept
worm, the first for Symbian, written by a member
of a virus writing group 29A (www.f-secure.com/
v-descs/cabir.shtml). The worm is carried in a file
“caribe.sis” (Caribe is Spanish for the Caribbean).
The SIS file contains autostart settings that will
automatically execute the worm after the SIS file
is installed. When the Cabir worm is activated, it
will startlooking for other (discoverable) Bluetooth
devices withinrange. Upon finding another device,
it will try to send the caribe.sis file. Reception and
installation of the file requires user approval after a
notification message is displayed. It does not cause
any damage.

Cabir was not only one of the first malware
for Symbian, but it was also one of the first to use
Bluetooth (Gostev, 2006). Malware is more com-
monly spread by e-mail. The choice of Bluetooth
meant that Cabir would spread slowly in the wild.
An infected smartphone would have to discover
another smartphone within Bluetooth range and
the target’s user would have to willingly accept the
transmission of the worm file while the devices are
within range of each other.
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In August 2004, the first Trojan horse for
smartphones was discovered. It appeared to be a
cracked version of a Symbian game Mosquitos.
The Trojan made infected phones send SMS text
messages to phone numbers resulting in charges
to the phones’ owners.

In November 2004, the Trojan horse—
Skuller—was found to infect Symbian Series 60
smartphones (www.f-secure.com/v-descs/skulls.
shtml). The Trojan is a file named “Extended
theme.SIS,” a theme manager for Nokia 7610
smartphones. If executed, it disables all applica-
tions on the phone and replaces their icons with
a skull and crosshones. The phone can be used to
make calls and answer calls. However, all system
applications such as SMS, MMS, Web browsing,
and camera do not work.

In December 2004, Skuller and Cabir were
merged to form Metal Gear, a Trojan horse that
masquerades as the game of the same name. Metal
Gear uses Skulls to deactivate adevice’s antivirus.
This was the first malware to attack antivirus on
Symbian smartphones. The malware also drops a
file “SEXXXY.SIS,” an installer that adds code
to disable the handset menu button. It then uses
Cabir to send itself to other devices.

Locknut was a Trojan horse discovered in
February 2005 that pretended to be a patch for
Symbian Series 60 phones. When installed, it
drops a program that will crash a critical system
service component, preventing any application
from launching.

In March 2005, ComWar or CommWarrior was
the first worm to spread by MMS among Symbian
Series 60 smartphones. Like Cabir, it was also ca-
pable of spreading by Bluetooth. Infected phones
will search for discoverable Bluetooth devices
within range; if found, the infected phone will try
tosend the worminarandomly named SIS file. But
Bluetooth is limited to devices within 10 meters
or so. MMS messages can be sent to anywhere in
the world. The worm tries to spread by MMS mes-
saging to other phone owners found in the victim’s
address book. MMS has the unfortunate side effect
of incurring charges for the phone owner.

Drever was a Trojan horse that attacked anti-
virus software on Symbian smartphones. It drops

non-functional copies of the bootloaders used by
Simworks Antivirus and Kaspersky Symbian An-
tivirus, preventing these programs from loading
automatically during the phone bootup.

In April 2005, the Mabir worm was similar to
Cabir in its ability to spread by Bluetooth. It had
the additional capability to spread by MMS mes-
saging. It listens for any arriving MMS or SMS
message and will respond with a copy of itself in
a file named “info.sis.”

Found in September 2005, the Cardtrap Trojan
horse targeted Symbian 60 smartphones and was
one of the first examples of smartphone malware
capable of infecting a PC (www.f-secure.com/v-
descs/cardtrap_a.shtml). When it is installed on
the smartphone, it disables several applications
by overwriting their main executable files. More
interestingly, it also installs two Windows worms,
Padobot.Z and Rays, to the phone’s memory card.
Anautorunfileis copied with the Padobot.Z worm,
so that if the memory card is inserted into a PC,
the autorun file will attempt to execute the Padobot
worm. The Rays worm is a file named “system.
exe” which has the same icon as the system folder
in the memory card. The evident intention was to
trick a user reading the contents of the card on a
PC into executing the Rays worm.

Crossover was a proof-of-concept Trojan horse
found in February 2006. It was reportedly the first
malware capable of spreading fromaPC to a Win-
dows Mobile Pocket PC by means of ActiveSync.
On the PC, the Trojan checks the version of the
host operating system. If it is not Windows CE or
Windows Mobile, the virus makes a copy of itself
on the PC and adds a registry entry to execute
the virus during PC rebooting. A new virus copy
is made with a random file name at each reboot.
When executed, the Trojan waits for an ActiveSync
connection, when it copies itself to the handheld,
documents on the handheld will be deleted.

In August 2006, the Mobler worm for Windows
PCs was discovered (www.f-secure.com/v-descs/
mobler.shtml). Itis notareal threatbutis suggestive
of how future malware might evolve. WhenaPC is
infected, the worm copies itself to different folders
on local hard drives and writable media (such as
a memory card). Among its various actions, the



worm creates a SIS archiver program “makesis.
exe” and a copy of itself named “system.exe” inthe
Windows system folder. It also creates a Symbian
installation package named “Black_Symbian.SIS.”
Itis believed to be capable of spreading from a PC
to smartphone, another example of cross-platform
malware.

At the current time, it is unknown whether
Crossover and Maobler signal the start ofanewtrend
towards cross-platform malware thatspread equally
wellamong PCsand mobile devices. The combined
potential target population would be nearly 3 bil-
lion. The trend is not obvious yet but Crossover
and Mobler suggest that cross-platform malware
could become possible in the near future.

INFECTION VECTORS

Infection vectors for PC malware have changed
over the years as PC technology evolved. Viruses
initially spread by floppy disks. After floppy disks
disappeared and Internet connectivity became
ubiquitous, worms spread by mass e-mailing. Simi-
larly, infection vectors used by malware for mobile
devices have changed over the past few years.

Synchronization: Palm and Windows PDAS
were popular before smartphones. PDAs install
software by synchronization with PCs (Foley &
Dumigan, 2001). For example, Palm applications
are packaged as Palmresource (PRC)files installed
from PCs. As seen earlier, Palm malware usually
relied on social engineering to get installed. This
is a slow infection vector for malware to spread
between PDAs because itrequires synchronization
with a PC and then contact with another PC that
synchronizeswith another PDA. Much faster infec-
tion vectors became possible when PDAs and then
smartphones started to feature communications
directly between mobile devices without having
to go through PCs.

E-mail and Web: Internet access from mobile
devices allows users away from their desktops to
use the mostcommon Internetapplications, e-mail
and the World Wide Web. Most mobile devices
can send and receive e-mail with attachments.
In addition, many can access the Web through
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a microbrowser designed to render Web content
on the small displays of mobile devices. Current
microbrowsers are similar in features to regular
Web browsers, capable of HTML, WML, CSS,
Ajax, and plug-ins. Although e-mail and the Web
are common vectors for PC malware, they have
not been used as vectors to infect mobile devices
thus far.

SMS/MMS messaging: Commonly called text
messaging, SMS isavailable onmostmobile phones
and Pocket PCs. It is most popular in Europe, Asia
(excluding Japan), Australia, and New Zealand,
but has not been as popular in the U.S. as other
types of messaging. Text messaging is often used
to interact with automated systems, for example
to order products or services or participate in
contests. Short messages are limited to 140 bytes
of data, but longer content can be segmented and
sent in multiple messages. The receiving phone is
responsible for reassembling the complete mes-
sage. Short messages can also be used to send
binary content such as ringtones or logos. While
SMS is largely limited to text, MMS is a more
advanced messaging service allowing transmis-
sion of multimedia objects—video, images, audio,
and rich text. The ComWar worm was the first to
spread by MMS (among Symbian Series 60 smart-
phones). MMS has the potential to spread quickly.
ComWar increased its chances by targeting other
phone owners found in the victim’s address book.
By appearing to come from an acquaintance, an
incoming message is more likely to be accepted
by a recipient. MMS will likely continue to be an
infection vector in the future.

Bluetooth: Bluetooth isashort-range radio com-
munication protocol that allows Bluetooth-enabled
devices (which could be mobile or stationary)
within 10-100 metersto discover and talk with each
other. Up to eight devices can communicate with
each other in a piconet, where one device works
in the role of “master” and the others in the role of
“slaves.” The master takes turns to communicate
with each slave by round robin. The roles of master
and slaves can be changed at any time.

Each Bluetooth device has a unique and per-
manent 48-bit address as well as a user-chosen
Bluetooth name. Any device can search for other
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nearby devices, and devices configured to respond
will give their name, class, list of services, and
technical details (e.g., manufacturer, device fea-
tures). If a device inquires directly at a device’s
address, it will always respond with the requested
information.

In May 2006, F-Secure and Secure Networks
conducted a survey of discoverable Bluetooth
devices in a variety of places in Italy. They found
on average 29 to 154 Bluetooth devices per hour
in discoverable mode in the different places. In
discoverable mode, the devicesare potentially open
to attacks. About 24% were found to have visible
OBEX push service. This service isnormally used
for transfer of electronic business cards or similar
information, but is known to be vulnerable to a
BlueSnarfattack. Thisattack allows connectionsto
a cellular phone and access to the phone book and
agendawithoutauthorization. Another vulnerabil-
ity is BlueBug, discovered in March 2004, allowing
access to the ASCII Terminal (AT) commands of
a cell phone. These set of commands are common
for configuration and control of telecommunica-
tions devices, and give high-level control over call
control and SMS messaging. In effect, these can
allow an attacker to use the phone services without
the victim’s knowledge. This includes incoming
and outgoing phone calls and SMS messages.

The Cabir worm was the first to use Bluetooth
as a vector. Bluetooth is expected to be a slow
infection vector. An infected smartphone would
have to discover another smartphone within a 10-
meter range, and the target’s user would have to
willingly accept the transmission of the worm file
while the devices are within range of each other.
Moreover, although phones are usually shipped
with Bluetooth in discoverable mode, it is simple
to change devices to invisible mode. This simple
precaution would make it much more difficult for
malware.

MALWARE DEFENSES

Practical security depends on multiple layers of
protection instead of a single (hopefully perfect)
defense (Skoudis, 2004). Fortunately, various

defenses against malware have been developed
from decades of experience with PC malware. A
taxonomy of malware defenses is shown in Figure
2. Defenses can be first categorized as preventive
or reactive (defensive). Preventive techniques help
avoid malware infections through identification
and remediation of vulnerabilities, strengthening
security policies, patching operating systems and
applications, updating antivirus signatures, and
even educating users about best practices (in this
case, for example, turning off Bluetooth except
when needed, rejecting installation of unknown
software, and blocking SMS/MMS messages from
untrusted parties). At this time, simple preventive
techniques are likely to be very effective because
there are relatively few threats that really spread
in the wild. In particular, education to raise user
awareness would be effective against social engi-
neering, one of the main infection vectors used by
malware for mobile devices so far.

Host-Based Defenses

Even with the best practices to avoid infections,
reactive defenses are still needed to protect mobile
devices from actual malware threats. Reactive
defenses can operate in hosts (mobile devices) or
within the network. Host-based defenses make
sense because protection will be close to the
targets. However, host-based processes (e.g., an-
tivirus programs) consume processing and power
resources that are more critical on mobile devices
than desktop PCs. Also, the approach is difficult
to scale to large populations if software must be
installed, managed, and maintained on every
mobile device. Network-based defenses are more
scalable in the sense that one router or firewall
may protect a group of hosts. Another reason for
network-based defenses is the possibility that the
network might be able to block malware before it
actually reaches a targeted device, which is not
possible with host-based defenses. Host-based
defenses take effect after contact with the host.
In practice, host-based and network-based de-
fenses are both used in combination to realize their
complementary benefits.



The most obvious host-based defense is anti-
virus software (Szor, 2005). Antivirus does auto-
matic analysis of files, communicated messages,
and system activities. All commercial antivirus
programs depend mainly on malware signatures
which are sets of unique characteristics associ-
ated with each known piece of malware. The
main advantage of signature-based detection is
its accuracy in malware identification. If a sig-
nature is matched, then the malware is identified
exactly and perhaps sufficiently for disinfection.
Unfortunately, signature-based detection has two
drawbacks. First, antivirus signatures must be
regularly updated. Second, there will always be
the possibility that new malware could escape
detection if it does not have a matching signature.
For that case, antivirus programs often include
heuristicanomaly detection which detects unusual
behavior or activities. Anomaly detection does not
usually identify malware exactly, only the suspi-
cion of the presence of malware and the need for
further investigation. For that reason, signatures
will continue to be the preferred antivirus method
for the foreseeable future.

Several antivirus products are available for
smartphones and PDAs. In October 2005, Nokia
and Symantec arranged for Nokia to offer the op-
tion of preloading Symbian Series 60 smartphones
with Symantec Mobile Security Antivirus. Other
commercial antivirus packages can be installed
on Symbian or Windows Mobile smartphones
and PDAs.

In recognition that nearly all smartphone mal-
ware hastargeted Symbian devices, agreatamount

Figure 2. A taxonomy of malware defenses
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of attention has focused on the vulnerabilities of
that operating system. It might be argued that the
system has a low level of application security. For
example, Symbian allows any system application
to be rewritten without requiring user consent.
Also, after an application is installed, it has total
control over all functions. In short, applications
are totally trusted.

Although Windows CE has not been as popular
a target, it has similar vulnerabilities. There are
no restrictions on applications; once launched, an
application has full access to any system function
including sending/receiving files, phone functions,
multimedia functions, and so forth. Moreover,
Windows CE is an open platform and application
development is relatively easy.

Symbian OS version 9 added the feature of code
signing. Currently all software must be manually
installed. The installation process warns the user
if an application has not been signed. Digital sign-
ing makes software traceable to the developer and
verifies that an application has not been changed
since it left the developer. Developers can apply to
have their software signed via the Symbian Signed
program (www.symbiansigned.com). Developers
also have the option of self-signing their programs.
Any signed application will install on a Symbian
OS phone without showing a security warning.
Anunsigned application can be installed with user
consent, but the operating system will prevent it
from doing potentially damaging things by denying
access to key system functions and data storage
of other applications.

Network-Based Defenses

Network-based defenses depend on network op-
erators monitoring, analyzing, and filtering the
traffic going through their networks. Security
equipment include firewalls, intrusion detection
systems, routers with access control lists (ACLS),
and antivirus running in e-mail servers and SMS/
MMS messaging service centers. Traffic analysis
is typically done by signature-based detection,
similar in concept to signature-based antivirus,
augmented with heuristicanomaly based detection.
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Traffic filtering is done by configuring firewall
and ACL policies.

An example is Sprint’s Mobile Security ser-
vice announced in September 2006. This is a set
of managed security services for mobile devices
from handhelds to laptops. The service includes
protectionagainst malware attacks. The service can
scan mobile devices and remove detected malware
automatically without requiring user action.

Inthe longer term, mobile device security may
be driven by one or more vendor groups working
to improve the security of wireless systems. For
instance, the Trusted Computing Group (TCG)
(www.trustedcomputinggroup.org) isan organiza-
tion of more than 100 component manufacturers,
software developers, networking companies, and
service providers formed in 2003. One subgroup
is working on a set of specifications for mobile
phone security (TCG, 2006a). Their approach
is to develop a Mobile Trusted Module (MTM)
specification for hardware to support features
similar to those of the Trusted Platform Module
(TPM) chip used in computers but with additional
functions specifically formobile devices. The TPM
is a tamper-proof chip embedded at the PC board
level, serving as the “root of trust” for all system
activities. The MTM specification will integrate
security intosmartphones’ core operations instead
of adding as applications.

Another subgroup is working on specifications
for Trusted Network Connect (TCG, 2006b). All
hosts including mobile devices run TNC client
software, which collects information about that
host’s current state of security such as antivirus
signature updates, software patching level, results
of last security scan, firewall configuration, and
any other active security processes. The security
state information is sent to a TNC server to check
against policies setby network administrators. The
server makes a decision to grant or deny access to
the network. This ensures that hosts are properly
configured and protected before connecting to the
network. It is important to verify that hosts are not
vulnerable to threats from the network and do not
pose a threat to other hosts. Otherwise, they will
be effectively quarantined from the network until
their security state is remedied. Remedies can

include software patching, updating antivirus, or
any other changesto bring the hostinto compliance
with security policies.

FUTURE TRENDS

It is easy to see that mobile phones are increas-
ingly attractive as malware targets. The number of
smartphonesand their percentage of overall mobile
devices is growing quickly. Smartphones will
continuetoincrease in functionalitiesand complex-
ity. Symbian has been the primary target, a trend
that will continue as long as it is the predominant
smartphone platform. If another platform arises,
that will attract the attention of malware writers
who want to make the biggest impact.

The review of malware evolution suggests a
worrisome trend. Since the first worm, Cabir, only
three years ago, malware has advanced steadily
to more infection vectors, first Bluetooth and
then MMS. Recently malware has shown signs of
becoming cross-platform, moving easily between
mobile devices and PCs.

Fortunately, mobile security hasalready drawn
the activities of the TCG and other industry orga-
nizations. Unlike the malware situation with PCs,
the telecommunications industry has decades of
experience to apply to wireless networks, and
there is time to fortify defenses before malware
multiplies into a global epidemic.

CONCLUSION

Malware is a low risk threat for mobile devices
today, but the situation is unlikely to stay that
way for long. It is evident from this review that
mobile phones are starting to attract the attention
of malware writers, atrend that will only get worse.
At this point, most defenses are common sense
practices. The wireless industry realizes that the
stakes are high. Two billion mobile users currently
enjoy a malware-free experience, but negative
experiences with new malware could have a di-
sastrous effect. Fortunately, a range of host-based
and network-based defenses have been developed



from experience with PC malware. Activities are
underway in the industry to improve protection
of mobile devices before the malware problem
becomes catastrophic.
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KEY TERMS

Antivirus Software: Antivirus software is
designed to detect and remove computer viruses
and worms and prevent their reoccurrence.

Exploit Software: Exploit software is written
to attack and take advantage of a specific vulner-
ability.

Malware Software: Malware software is any
type of software with malicious function, includ-
ing for example, viruses, worms, Trojan horses,
and spyware.

Smartphone: Smartphones are devices with
the combined functions of cell phones and PDAs,
typically running an operating system such as
Symbian OS.

Social Engineering: Social engineering is
an attack method taking advantage of human
nature.

Trojan Horse: A Trojan horse is any software
program containing a covert malicious function.

Virus: A virus is a piece of a software pro-
gram that attaches to a normal program or file
and depends on execution of the host program to
self-replicate and infect more programs or files.

Vulnerability: Vulnerability is a security flaw
in operating systems or applications that could be
exploited to attack the host.

Worm: A worm is a stand-alone malicious
program that is capable of automated self-repli-
cation.



11

Chapter Il
Secure Service Discovery

Sheikh 1. Ahamed
Marquette University, USA

John F. Buford
Avaya Labs, USA

Moushumi Sharmin
Marquette University, USA

ABSTRACT

Munirul M. Haque
Marquette University, USA

Nilothpal Talukder
Marquette University, USA

In broadband wireless networks, mobile devices will be equipped to directly share resources using service
discovery mechanisms without relying upon centralized servers or infrastructure support. The network
environmentwill frequently be ad hoc or will cross administrative boundaries. There are many challenges
to enabling secure and private service discovery in these environments including the dynamic population
of participants, the lack of a universal trust mechanism, and the limited capabilities of the devices. To
ensure secure service discovery while addressing privacy issues, trust-based models are inevitable. We
survey secure service discovery in the broadband wireless environment. We include case studies of two
protocols that include a trust mechanism, and we summarize future research directions.

INTRODUCTION

Service orientation is widely used in client-server
computing and is growing in importance for
mobile wireless devices. In this way, a device’s
software and hardware components can be pack-
aged as services for use by other devices. Many
consumer electronics (CE) devices are specialized
for specific uses. Due to form factor and cost
considerations, devices vary in capability. With
sufficiently high bandwidth network interfaces
on these devices, such as 802.11, WiMax, and

ultra-wideband (UWB), it is practical for sets of
networked devices to share functionality. Service
discoveryandadvertisement (SDA) isfundamental
to service interoperability in pervasive computing
applications.

Many service discovery protocols have been
developed, including several for specific wireless
networks. However, few of these protocols have
been designed with security mechanisms and the
majority use centralized enforcement and valida-
tion. Due to the emergence of mobile and large-
scale peer-to-peer applications, there is growing

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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Figure 1. Different types of networks in a pervasive computing environment. (a) Ad hoc network in a
pervasive environment with powerful device support. (b) Ad hoc network in a pervasive environment

without powerful device support.

interestin security mechanismsthatdo notrequire
centralized enforcement and validation.

We present the current state of secure service
discovery. Leading designs for secure service dis-
covery are surveyed including industry standards
and research systems. The types of security issues
we are concerned with include: protecting the pri-
vacy of service advertisements and descriptions;
authentication of service advertisements; secure
distribution and updating of keys for service in-
vocation; providing trust in service composition;
and limiting vulnerability to attacks effecting the
service discovery mechanism.

Pervasive computing environment focuses
(Weiser, 1991, 1993) has evolved over the past
few years with the availability of portable low-
cost devices (such as PDAs, cell phones, smart
phones, laptops, and sensors) and the emergence of
short-range and low-power wireless communica-
tion networks. Pervasive computing environments
focus on integrating computing and communica-
tionswith the surrounding physical environmentto
make computing and communication transparent
tothe users in everyday contexts. Inabroad sense,
pervasive computing combines mobile computing,
wireless networks, embedded computing, and
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(b)

context-aware sensor networks (Robinson, Vogt,
& Wagealla, 2005).

The different kinds of networks in pervasive
computing environments impact the design of
secureservice discovery mechanisms. Ononeend,
there are smartspaces, or intelligentenvironments
that provide devices with a variety of support for
user awareness and context management, while at
the other end there are networks that provide open
network connectivity.

Figure 1 depicts two ad hoc networks in a
pervasive computing environment. In Figure 1a,
the devices communicate among themselves with
the support of fixed, more powerful devices. These
devices act as servers or proxies for the mobile
devices. In Figure 1b, an ad hoc network is formed
by mobile devices. There is no fixed infrastructure
support. The devices communicate with each
other directly or via another mobile device, and
are responsible for performing computations by
themselves.

In service discovery (Kindberg & Fox, 2002;
Lee & Helal, 2002), a device searches for another
device capable of offering a specific service or
resource. An important trend is the adoption of
a service-oriented architecture for resource dis-
covery, not just for server systems accessed by
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mobile devices, but also for sharing of resources
between devices. There are four elements found
in the service-oriented approach: (1) service de-
scription, which provides an interchangeable way
for devices to describe the service and its use; (2)
service registration or advertisement on behalf of
the service provider; (3) service discovery by de-
vices seeking a service; and (4) service invocation,
which is a protocol by which a service requester
and service provider coordinatetodeliveraservice.
Propagation of service advertisements can be using
pull (query), push (announcement), or a combina-
tion of pull and push. In addition, the ability to
dynamically discover and combine component
services to form new services is referred to as
service composition.

Broadband wireless technologies such as
WiMax, UWB, and 802.11n are bringing broad-
band connectivity to mobile CE devices. These
devices will be able to switch between different
network accesstechnologies. Thishasthe following
consequences for service discovery in pervasive
computing:

. Due to broadband connectivity, devices
will be able to participate in media-rich and
sophisticated resource sharing.

e Wide-area service discovery and location-
based discovery will grow inimportance due
to the combination of increased connectivity
and wide-area roaming.

*  The ability to act as multi-homed devices
means that devices will have increased
connectivity but also an increased rate of
transitions due to roaming between different
networks.

. Devices will be able to simultaneously par-
ticipate in a personal area network (PAN),
home networks, and wireless area networks
(WANS) with different security and trust
properties. In PANs and home networks,
mediation of service discovery between
networks is needed, in which devices such
as gateways proxy or intermediate service
discovery between network domains.

. Device-to-device interaction will grow in
importance to users for applications such as

content sharing, communication, and gam-
ing.

Due to these trends, richer models of discovery
are being considered such as federated discovery,
meta discovery, and semantic discovery (Buford,
Brown, & Kolberg, 2006; Buford, Celebi, &
Frankl, 2006).

Consequently, it is important for wireless de-
vices to securely participate in service discovery
with other devices that are outside the immediate
administrative security domain. Further, these
devices interact with other devices in an ad hoc
manner, and lack of fixed infrastructure support
leads to the dependency on other devices for re-
sources. The nature of devices, communication
patterns, and dependency on other devices in turn
causes security vulnerabilities. Due to the ad hoc
connectivity and dynamic nature of the population
of devices, access to specific devices may be inter-
mittentand short-lived. Moreover, multiple devices
may concurrently request one specific resource.
These aspects demand a scalable, efficient, and
responsive service discovery model.

Thus far, we have discussed the general view
of and motivation for service discovery for mobile
devices. The rest of the chapter is organized as
follows: The next section summarizes the security
goals for service discovery and presents a model
for service discovery in pervasive computing. The
third section surveys present unsecured service
discovery models. The fourth section surveys ex-
isting secure service discovery models, organized
into three different categories. Two case studies
of service discovery protocols that incorporate
trust-based mechanisms are described in the
Examples Using Trust Models section. The final
sectionssummarize important research issues and
conclusions.

Security Goals in Service Discovery,
Invocation, and Composition

The significance of security during service dis-
covery iswell established (Matsumiyaetal., 2004;
Stajano, 2002; Stajano & Anderson, 2002). Privacy,
security, andtrustissuesinservicediscoveryinthe
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pervasive computing areaare of utmost importance
(Robinsonetal., 2005). Thus, the service discovery
process demands models that ensure the privacy
and security of the user. In particular, this privacy
and security should encompass:

e Authentication: Does the user and device
actually have the indicated identity?

*  Authorization: Does the user have access
rights for issuing service advertisements,
requesting services, and invoking services?

e Trust: Are the participating user and device
trusted? Are the service and its components
trusted?

. Privacy: Is only the approved information
shared between the given users/devices dur-
ing service discovery, advertisement and
invocation (SDAI) operations? Is disclosure
to unauthorized users prevented?

*  Vulnerability to attack and misuse: Are
the SDAI operations protected from attacks
such as denial-of-service, spoofing, replay,
and man-in-the-middle? Arethe SDAIopera-
tions protected from misuse in enabling such
attacks on other network components?

Animportantquestion iswhatsecurity, privacy,
and trust mechanisms are provided by the wireless
network. IEEE 802.11i, also known as WiFi Pro-
tected Access 2 (WPAZ2), replaced Wired Equiva-
lent Privacy (WEP) with stronger encryption and
anew authentication mechanism incorporating an
authentication server such as remote authentication
dial in user service (RADIUS). This mechanism
while suitable for enterprise deployment has had
limited use in home networks because of complex
administration and in public hot spots due to dif-
ficulty administering shared keys. Thus, in the best
case, a set of devices are authenticated in a single
administrative domain, and the authentication
server can be used to support authorization poli-
ciesincluding policies related to service discovery
and use. Network packets between authenticated
users are encrypted, providing communication
privacy from non-authenticated parties. However,
these security capabilities cover only a subset of
the aforementioned security goals and are limited
to single administrative domains. For interactions
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crossing administrative boundaries, or without
infrastructure support, other mechanisms are
needed.

Further, traditional security mechanisms do
not work well in this environment because the
devices are computationally limited and the no-
tion of physical security is not applicable (Kagal,
Finin, & Joshi, 2001). Then, considering the choices
of totally sacrificing security versus imposing a
full-fledged security structure similar to desktops
and laptops, the question is whether there is any
middle ground. Ensuring varying levels of security
for various services is a research challenge. The
insufficiency of user/device identity for trust is
another concern in designing a discovery model,
and techniques for peer trust and risk assessment
(Chen, Jensen, Gray, Cahill, & Seigneur, 2003)
are important tools to address this.

Desired characteristics of a secure and private
service discovery model are summarized next.

. Adaptive: The trust value and security level
should be adaptable depending on the service
itself, the service provider, and the service
requester.

*  Trust reliant: The model should consider
trust relationships among devices. Where
no prior information is available, reputa-
tion, recommendation, or trust negotiation
schemes can be used. If these are unsuitable,
then risk assessment can be used.

. Infrastructure independence: No infra-
structure support (e.g., powerful servers,
proxies) should be required. Then the model
should work independently without any
external support, but be able to leverage
infrastructure where it exists.

. Lightweight: The model should be light-
weight in terms of executable file size.

»  Serviceoriented: Tocontrol service security
modularly, service discovery models should
be service oriented.

. Graceful performance degradation: The
model should not put much overhead on the
performance of the device, and performance
should degrade gracefully for more advanced
security features.
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*  Energy efficient: Service discovery models
should be energy conserving, for example,
avoiding continuous broadcasting or polling.

A classification and detailed survey of service
discovery models can be found in Zhu, Mutka, and
Ni (2002). Service-oriented architectures (SOA)
and their security are discussed in Cotroneo,
Graziano, and Russo (2004). We classify existing
service discovery models into two broad categories.
First are service discovery models that do not ad-
dress security issues (Balazinska, Balakrishnan,
& Karger, 2002; Microsoft, 2000; Miller, Nixon,
Tai, & Wood, 2001; Nidd, 2001; Winoto, Schwartz,
Balakrishnan, & Lilley, 1999). Second, there
are models that consider a full-fledged security
mechanism with the help of infrastructure sup-
port (Czerwinski, Zhao, Hodes, Joseph, & Katz,
1999; Zhu, Mutka, & Ni, 2003, 2004). The next
two sections discuss examples of these cases, and
Table 1 compares the key features of the surveyed
systems.

SERVICE DISCOVERY MODELS
WITHOUT INHERENT SECURITY

We describe several designs that do not address
security requirements. Nevertheless these mod-
els are important either because the systems are
widely used, are representative approaches, or
could be secured by additional mechanisms in
a secure network. The designs we discuss are
Bluetooth, DEAPSpace, and Intentional Naming
System (INS).

Bluetooth (Bluetooth Special Interest Group
[SIG], 2001a, 2001b) is a pull protocol. Device
information, services, and the characteristics of
the services are queried and connections between
two or more Bluetooth devices are established.
This facilitates user selection, scope-awareness,
and both unicast and broadcast communication.
A Bluetooth device returns all matched resource
information.

Nidd (2001) developed the DEAPSpace service
discovery method for ad hoc and mobile device ap-
plications. Each node broadcasts its advertisement

of local services. After receiving a broadcast, each
node updatesits service listwith information about
the other nodes’ services. Thisservice information
is included in that node’s subsequent broadcast.
Each node is a broadcaster and DEAPSpace uses
contention timers at each node so that a node will
randomly delay its broadcast after another broad-
cast is received. DEAPSpace can reduce service
discovery time at the cost of increased bandwidth
and power consumption.

INS (Winoto et al., 1999) supports both pull
and push delivery of service advertisements. Italso
supports unicast, anycast, and broadcast methods.
It offers the best-match resource information and
also provides facilities for limited support of
context information. In INS each device requests
a central name resolver for the type of services
it requires, and the resolver replies with the best
matched device address.

Secure Service Discovery Models

Most contemporary service discovery models
fall into this category. There are some models
that include full-fledged security mechanisms,
while others rely on simple algorithms for limited
security. This category can be subdivided into
infrastructure based, infrastructureless, hardware
based, and smart-space-oriented security mecha-
nisms. In the following subsections we discuss
each of these categories.

Infrastructure-Based Security

UPnP is a specification for connecting multiple
devices on a home network so that these devices
can invoke services of each other. UPnP defines a
set of protocols and a service description format.
In addition, UPnP standardizes various service
interfaces. UPnP relies onadministratively scoped
multicast IP address for service discovery, service
advertisement, and event delivery. Each UPnP
device broadcasts its advertisements when it first
connectstothe network. Thereafter,a UPnP device
broadcasts advertisements in response to queries
from other devices. These queries may be for all
services on the network or a specific service on
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Table 1. Comparison of secure service discovery models (SSDS): SSDS (Czerwinski et al., 1999), Ninja
(Goldberg, Gribble, Wagner, & Brewer, 1999, Gribble et al., 2001), UPnP (Miller et al., 2001), SPDP
(Almenarez & Campo, 2003), Progressive Exposure (Zhu et al., 2004, Zhu, Mutka, & Ni, 2006), Splendor
(Kagal, Korolev, Chen, Joshi, & Finin, 2001), Jini (Sun Microsystems, 2001), CSAS (Minami & Kotz,
2005), CSM (Brezillon & Mostefaoui, 2004), AVCM (Shankar & Arbaugh, 2002), CSRA (Tripathi, Ahmed,
Kulkarni, Kumar, & Kashiramka, 2004), TRAC (Basu & Callaghan, 2005), SME (Kopp, Lucke, & 1a-
vangarian, 2005), HCA (Pearson, 2005), SSRD (Sharmin, Ahmed, & Ahamed, 2006a), SSRD+ (Sharmin,
Ahmed, & Ahamed, 2006b), Centaurus2 (Undercoffer, Perich, Cedilnik, Kagal, & Joshi, 2003), SLP
(Barbeau, 1999, Guttman, Perkins, Veizades, & Day, 1999), Sleeper (Buford, Celebi, et al., 2006)

. Infrastructure . . Service- Trust Privacy | Context Smart
Model Adaptive Support Lightweight Oriented Aware Aware Aware Space

Needed Needed
SSDS No Yes No No N/A N/A N/A No
Ninja No Yes No No N/A N/A N/A No
UPNP No N/A No No No Yes No Limited
SPDP No No Yes No Yes N/A No No
E;(:)%r::rs;ve No Yes No No No Yes Limited No
Splendor No Yes No No Yes Yes N/A No
Jini No N/A No No N/A Yes N/A Limited
CSAS No No Yes No N/A N/A Yes No
CSM Yes No Yes No N/A N/A Yes No
AVCM Limited No Yes No Yes Yes Yes No
CSRA No Yes No No N/A N/A Yes Yes
TRAC No N/A No No Yes Yes N/A Yes
SME Yes N/A N/A Yes N/A Yes No N/A
HCA No N/A Yes No No Yes No N/A
SSRD Yes No Yes Yes Yes Yes Limited No
SSRD+ Yes No Yes Yes Yes Limited Yes No
Centaurus2 Yes Yes No No No N/A Yes No
SLP No Yes Yes Yes No No No No
Sleeper Yes No Yes Yes Yes Yes No No

the network. UPnP Device Security specification
defines security mechanisms for simple object ac-
cess protocol (SOAP)-based service invocation, but
doesnotaddresssimple service discovery protocol
(SSDP) security.

As an extension of project Centaurus (Kagal,
Korolev, Avancha, et al., 2001; Kagal, Korolev,
Chen, etal., 2001), Centaurus2 (Undercoffer etal.,
2003) providesasecure mechanism for service dis-
covery and enables users to access services across
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heterogeneous network domains. The systemusesa
local certificate authority (CA) and each entity must
be pre-registered in the system. The CA issues a
certificate to eachidentified and verified entity. The
design of Centaurus2 includes four components,
and each component has a separate private key
which is stored at the client using PKCS #11:

1.  Thelocal CAisresponsible forissuingdigital
certificates and for validating these digital
certificates.
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2.  Thecommunication manager mediates com-
munication between clients and networked
services.

3. Group membership(s) is maintained and
stored by the capability manager.

4.  Each client is registered to a specific service
manager that ensures security, access rights,
and mediates between user clientand service
client. Service managers maintain a service
registry.

Each domain has aroot service manager. Static
bridges are configured between service managers
in different domains. Then clients in separate do-
mains can access services across domains using
the root service manager as the context.

InSSDS (Czerwinski etal., 1999), both service
advertisement pull (query) and push (announce-
ment) are supported. Service advertisements are
stored in a hierarchy of servers. SSDS provides
capability-based access control. All information
passed between clients and servers is encrypted.
Asingle copy of the resource information is stored
and accessed, which makes the system vulner-
able to single point failure. Subsequently, the
Ninja project (Goldberg et al., 1999; Gribble et al.,
2001) added the concept of secure identification
of service through SSDS. In Ninja, the CA issues
valid certificates and the capability manager au-
thorizes user access to a particular resource. The
service providers canalso prescribe the conditions
(capabilities) that are needed by a user in order to
discover a particular service.

The context-sensitive authorization scheme
(CSAS) (Minami & Kotz,2005) providesauthoriza-
tion without a central server or CA. When a CSAS
user wants to access a service from a resource,
the associated server issues a logical authentica-
tion query and sends it to the host of the resource.
Each host has a knowledge domain with which it
attempts to prove the authorization query. If it fails,
itdistributesseveral portions of the proofto multiple
hosts. Through this distribution CSAS reduces the
computational overhead on any single node. After
collecting the sub-proofs from the other hosts, the
host of the resource can declare the result of the
query to be true or false, thus indicating grant of

access or denial respectively. This approach fa-
cilitates confidentiality, integrity, and scalability.
To authorize access, CSAS uses previously stored
information, which may be difficult to collect for
users in an ad hoc network.

Splendor (Zhu et al., 2003) is a secure, private,
and location-aware service discovery protocol.
Splendor adapts depending on the network en-
vironment to use either a client-service model or
client-service-directory model. Proxiesare usedto
offload workload for mobile services. Mobile ser-
vices authenticate with proxies and proxies handle
registration. Inthesessituations, proxiesare consid-
ered to be trusted servers. However, if no trusted
server is available in an environment, then there
is no agent to handle the registration. Its security
model is based on mutual authentication.

Progressive Exposure (Zhu et al., 2004, 2006)
is a secure service discovery approach. It ad-
dresses privacy issues using a mutual matching
technique. Progressive exposure addresses security
and fairness by not exposing too much informa-
tion. In each round of message exchange between
communicating parties, it tries to find whether
any mismatch occurs. In case of a mismatch, the
communication stops. It uses one-time code words
and a hash-based message authentication code. It
considers the presence of one user and one service
provider, butitdoes notaddresssituationsinwhich
many usersand many service providersare present.
When a service provider leaves the network, the
process of provider lookup and the authentication
phase is restarted. It provides privacy for service
information, requests, domain identity, and user
credentials, and is based on the client-service-
directory model.

Infrastructure-Less Security

SPDP (Almenarez & Campo, 2003) is a secure
service discovery protocol based on the PTM
(Almenarez, Marin, Campo, & Garcia, 2004; Al-
menarez, Marin, Dyaz, & Sanchez, 2006) model.
The need for a centralized server is avoided by
having each device act as itsown CA. For aservice
request, thismodel uses broadcast messaging. The
requesting device updates its cache after getting a
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reply from the devices (if any reply). It then stores
the device identities that it believes trustworthy.
The devices’ user agents continually listen for
messages, which in turn means continual energy
consumption.

Narendar Sarkar et al. (Shankar & Arbaugh,
2002) propose an attribute vector calculus (AVCM)
for modeling trust. Their model describes both
identity-based trust and context-based trust and is
one of the first models that discusses the importance
of trust in a ubiquitous environment. Brezillion
and Mostefaoui (2004) present a context-based
security model (CSM) and they discuss the need for
adaptive security based onthe particular situation.
Thomas and Sandhu (2004) present the challenges
and researchissues for secure pervasive computing.
They express the need for a dynamic trust model
as the pervasive computing environment poses
new kinds of security challenges due to its diverse
nature. They present a socio-technical view.

Smart Space Dependent Security

Asmartspace provides devices with complex com-
putational supportthat supports context-awareness
and collaboration. Components of the smart space
can offload secure discovery tasks and relate them
to other activities in the space. Examples include
context-based secure resource access (CSRA)
(Tripathi etal., 2004) and trust-based architecture
(TRAC) (Basu & Callaghan, 2005).

CSRA (Tripathietal.,2004) focuses on context-
aware discovery of resources and how to access
resources in a secure and unobtrusive manner. In
a pervasive computing environment the rules and
limitations imposed by the user, system, and the
collaborative activity scenario have to be combined
dynamically at runtime. CSRA uses a namespace
related to each userand domain. These namespaces
collect resources, services, and activities. The
binding protocol defines the association of a user
to a specific resource in the space. The binding
changes based on the contextual information of
the user including the location, activity, and role.
A descriptor is associated with each namespace
that combines functional attributes collected from
resource descriptions in Web services description
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language (WSDL) and resource description frame-
work (RDF) conditions for security, and policies for
the binding protocol. The binding protocol specifies
whether the binding of a resource is “shared” or
“private,” and whether the binding is “permanent”
or “context-based.”

Basu and Callaghan (2005) present a TRAC
for increasing security and user confidence in
pervasive computing systems. They use trust and
role-based access control for ensuring security and
privacy. However their model is aimed at an intel-
ligent environment (IE) only. This policy-based
model allows users to define policies for themselves
and thus gives users control to define their own
security level. This model works in an |E because
every user is known beforehand. However, in a
truly pervasive environment it is not possible to
have prior information about every user and thus,
this model is not applicable.

EXAMPLES USING TRUST MODELS

We next describe two service discovery protocols,
Sleeperand SSRD, which incorporate trust models
for infrastructure-less security.

Sleeper

Sleeper (Buford, Celebi, et al., 2006) is an en-
ergy-preserving service discovery protocol which
features dynamic proxy selection for advertise-
ment and discovery so that nodes can go to power
standby while the proxy advertises on their behalf.
The basic node states and transitions for Sleeper
are shown in Figure 2. An off-line or disconnected
node moves to an online state and broadcasts a
join message that includes its advertisements and
their popularity metrics. The current proxy caches
these advertisements. Any proxy-candidate node
may also cache these advertisements. An online
node may broadcast a leave message prior to go-
ing off-line; if a leave message is not transmitted,
advertisements may be purged from the proxy and
other online nodes’ cache by expiration. Transi-
tions to/from standby state may also be indicated
by broadcast messages.
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An online node can be in one of four states
(Figure 2). Every node initially goes online as a
non-proxy node. A proxy-capable node becomes
a proxy-candidate. There may be more than one
proxy-candidate at any time. When no proxy is
detected, for example by absence of a service ad-
vertisement broadcast or at the exit of a proxy, the
first proxy-candidate to issue the proxy bootstrap
becomes the proxy. A vacating proxy may transfer
its cache to the new proxy, or the new proxy may
collect advertisements from online nodes through
the bootstrap. Nodes which are in standby state
during the proxy change may be polled by the
new proxy after the standby node transitions to
online.

Sleeper uses property-based peertrustto secure
service discovery operations. In property-based or
credential-based trust (Hess etal., 2002; Seamons,
Winslett, & Yu, 2001), each party has aset of certi-
fied attributes (e.g., credit card numbers, employee
ID) that are exchanged to establish mutual trust.
Thetypical components of amechanismto provide
property-based trust include:

e Trust negotiation protocol
»  Trust negotiation policies
*  Credentials

A method for trust negotiation has been defined
for client-server context (Hessetal., 2002; Seamons

Figure 2. Sleepernode states and state transitions;
online nodes can be in one of four states (Buford
etal., 2006)

etal., 2001). In this design, access control policies
determine which credentials, services, and policies
should be disclosed during a negotiation. Policies
and credentials are secured locally at each node
but are disclosed during negotiation to the remote
party. Sleeper nodes establish mutual trust using
the trustnegotiation mechanism defined in Buford,
Park, and Perkins (2006). Assuming that each peer
caches public keys for certificate issuers that are
relevant to its peer trust policies, then peer trust
establishment can be performed without a central-
ized authority. A service discovery mechanism
is privacy preserving, if a peer can discover the
service description using the mechanismonly if the
peer satisfies the criteria C. Thus amechanism that
only distributesservice descriptionsto peerswhich
are members of group G with criteria C is privacy
preserving. Sleeper uses trust negotiation to create
groups of peers that satisfy membership criteria C.
Group management is provided by a group service
(GS) that is available at every peer. The GS caches
private service descriptions for each group and
allows only group members to retrieve them. The
GS publishes encrypted service descriptions that
can only be decrypted by members of G. These
encrypted service descriptions are broadcasted to
all connected peers, but can only be decrypted by
group members.

The secure agent technology (Buford, Park, et
al., 2006) used in Sleeper for trust negotiation can
also be used for enabling trust in service composi-
tion (Buford, Kumar, & Perkins, 2006).

SSRD

With a view to ensure enhanced security through
a lightweight solution for resource discovery in
pervasive environment, simple and secure re-
source discovery (SSRD) has been proposed by
the researchers in Sharmin et al. (2006a). The
fundamental part of the solution is a trust—based,
service-oriented adaptive security mechanismbuilt
onmiddleware adaptability for resource discovery,
knowledge usability, and self-healing (MARKS), a
middleware and framework developed for resource
constrained pervasive devices for pervasive appli-
cations (Sharmin etal., 2006b). The SSRD unit of
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Figure 3. Sleeper groups in broadcast of advertise-
ments, symmetric keys are broadcast with public
key encryption (Buford, Celebi, et al., 2006)
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MARKS consists of trust managementand security
management sub units and it provides a resource
discovery agent (Figure 4).

The trust management unit is responsible for
maintaining trust relationships with other devices.
It calculates trust values for the relationships be-
tween devices and also updates the trust values
depending onthe behavior of the service provider or
requester. [tmaintains alist of service-specific aver-
age trust values and communicates to the security
managementunitwhenever necessary. Trustvalues
are quantified in the range of 0.0 to 1.0 to represent
the degree of trustworthiness of a node. Complete
trust and complete distrust are represented by 1.0
and 0.0 respectively. A new device with no prior
interaction record is assigned a value of 0.5, which
indicatesaneutral condition. The dynamic property
trust evolves over time and may possess the asym-
metric transitive property depending on services.
Each owner or manager of a device retains a table
that indicates the security level (ranging from 1
to 10) required by each of the available services
or applications. The resource manager consults
“Service-trust” for all the neighboring nodes to
decide whether the service could be provided.
For example, for services with security level < 5,
no trust calculation or secure communication is
needed. For services with higher security levels,
initially trust is calculated and then secure com-
munication is established between the providerand
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Figure 4. Resource discovery model (Sharmin et
al., 2006a)
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the requester. This lessens both the computation
cost and the communication overhead.

Trust models are designed to associate each
device with a trust value based on past behavior
with the requesting device. Also when we cal-
culate a trust value for an unknown device, we
consider the PGP (Zimmermann, 1995) based
trust model. PGP is based on mutual certification
of the validity of the keys. In case a new device
joins the network or a device that never communi-
cated with a service-providing device, the service
providing device generates a multicast message
to all devices that it has interacted with and asks
for their recommendation about this device. From
the recommendations the trust value is calculated
for that service. The issue with dynamic update of
trust values has been addressed more clearly with
specific situations in the researchers’ enhanced
adaptation of this model named SSRD+ (Sharmin,
Ahmed, & Ahamed, 2006c¢).

FUTURE RESEARCH

The openand dynamic nature of the pervasive com-
puting environmentrequiresasecurity mechanism
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thatis unobtrusive to the user and makes it possible
tosecurely provide and discover the servicesavail-
able for the user in a transparent manner. Some
of the open issues regarding challenges in secure
and private service discovery are highlighted in
this section.

Privacy

Although contextual information plays a pivotal
role in dynamic pervasive environments, it may
also expose private information. When granting
access to a service, a person’s context information
like location, time, and activity can be exposed.
Further, policies and constraints are themselves
subject to privacy protection. Private information
management, such as the recursive constraint
based security model in Hengartner and Steen-
kiste (2006), is one approach to prevent direct
information leakage. However, such mechanisms
are generally susceptible to attacks involving col-
lusion and inference.

In a context- and location-sensitive medical
application, researchers developed a system for
practitioners to easily share context in their work
tasks. Subsequently, questions of privacy led the
designers to limit access to this information. As
another example, the Gaia project has shown a pri-
vacy preserving hop by hop routing algorithm that
carries information about the location of the user
but does not reveal the exact location or identity
of the user. Thus the privacy level and willing-
ness of disclosure of personal information varies
depending oninformationtype, collection method,
time, and other factors. In some scenarios users
arereluctanttodisclose identity information butdo
not care about location information. The situation
might be reversed in other cases. Formulation of
policies that are understood and can be managed
by users is an important goal.

Trust

As discussed earlier, a key element for secure
service discovery in ad hoc environments is the
ability to establish a level of trust betweens peers.
The trust life cycle can be narrated in short as

trust formation, evolution, and exploitation. In
general, trust is formed by experience through
earlier interactions, verifiable properties of each
party, recommendations from trusted entities, and
reputation in a community. The challenges faced
during trust establishment are due to the absence
of a global trust framework, the large number of
autonomous and anonymous entities, the large
number of domains, and different trust require-
ments for large number of application contexts.

Recent context-aware trust models focus on
dynamic trust values, which are updated over time
anddistance and incorporate behavioral models for
evolution of trust. Risk analysis maps each action
to possible outcomes associated with a cost/ben-
efit. Decisions consider the likelihood of the risk
and cost. Unresolved issues in trust establishment
include detecting and prevent collusion, manag-
ing the trade-off between privacy and property
disclosure, and efficient trust mechanisms in large
communities.

Multi-Protocol Environments

The combination of multi-homed mobile devices
and multiple service discovery protocols means that
service access may cross not only administrative
boundaries but also different service discovery
domains with varying security properties. As an
example, a mobile device may include protocol
support for Bluetooth, SLP, and UPnP. Then the
device can easily discover services in different
domains that it roams to, if these domains use dif-
ferentservice discovery protocols. Asamulti-home
device, it may simultaneously connect to domains
with different service discovery protocols.

As a second example, a single user may have a
setof personal mobile devices configuredina PAN.
These devices canuse the PAN security mechanism
for security and privacy control, and identity-based
authentication for mutual trust. The PAN may sup-
port a specific service discovery protocol. One or
more of the devices inthe PAN may also connectto
outside networks with different service discovery
protocols and security mechanisms.

These types of scenarios indicate that future
mobile devices may need to operate in multiple
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Figure5. Conceptual diagram of SSRD model (Sharmin et al., 2006b)
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security contexts. In these cases there is the po-
tential for conflicting access policies and unantici-
pated information flows between different regions.
Further, there are challenges in managing groups
across domains and mapping service semantics
and identities between different domains.

Trust in Service Composition

A device in a pervasive computing environment
may offer a service to other devices. The service
may be aggregated from services offered by other
devices. By aggregating service facilities across
devices, a collection of limited-resource devices
may be able to offer services that would otherwise
not be available. However, devices which invoke
or participate in these services may be concerned
aboutthe integrity and trustworthiness of the vari-
ous components thatare combinedto provide these
services. Existing service discovery mechanisms
donotexpose such nested or recursive relationships
when a service is offered or invoked.
Conventional methods for assuring trustwor-
thiness of software components are typically
used to convey trustworthiness to the end user or
developer. They provide no explicit representation
of trust between distributed components. Further,
these methods do not explicitly validate composite
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servicesthat may be created fromdifferentservice
sources. Composition trust bindings (Buford, Ku-
mar, et al., 2006) are one approach for providing
trust in both control and data paths in peer-to-peer
service composition.

CONCLUSION

The general availability of broadband-wireless-
enabled devices is a key catalyst in enabling many
powerful peer-to-peer usage patterns, which have
been described as pervasive computing. However,
these usage scenarios will frequently involve de-
viceswhichare outside asingle secure administra-
tive boundary and may include ad hoc interactions
where no prior trust relationship exists. Further,
thereis significant variation in basic authentication,
authorization, and privacy mechanisms offered in
wireless networks. Consequently many existing
designs for service discovery have insufficient
security, privacy, and trust support.

Assuming that most wireless networks will
in the future provide encrypted transmission,
user/device authentication, and authorization
control in a given administrative domain, there
remain important security related questions for
service discovery in cross-domain cases, inad hoc
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cases, and when the devices/users are not a priori
mutually authenticated. Consequently, we do not
expect that improvements in the security of wire-
less networks, while important, will be sufficient
to address all the requirements identified here for
secure service discovery.

Toward this end, after surveying a variety of
approaches to secure service discovery today,
we presented case studies of two recent service
discovery protocols, which include trust establish-
ment mechanisms to enable trust between a priori
untrusted devices and peers. We also provided a
summary of future research directions.
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KEY TERMS

Context: Context is the location, time, and
activity state of the user when performingaservice-
related operation suchasdiscovery, advertisement,
or invocation.

Federated Discovery: Federated discovery
is a service discovery mechanism that incorpo-
rates two or more different service advertisement
mechanisms.

Meta Discovery: Meta discovery is the dis-
covery of aservice discovery mechanism by using
meta information about that mechanism (Buford,
Brown et al., 2006).

Peer Trust: Peer trust is the degree to which
a peer device is willing to disclose information or
provide access to resources to another peer, and
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which may be determined by experience through
earlier interactions, verifiable properties of each
party, recommendations from trusted entities, and
reputation in a community.

Pervasive Computing: Pervasive computing
is the evolution of distributed computing in which
networked computing devices are integrated
throughout the personal and work environments
in a connected way, also referred to as ubiquitous
computing.

Secure Service Discovery: Secure service
discovery isservice discovery thatenforces privacy

and security policies of the devices participating
in the service location process.

Service Composition: Service composition is
the ability to dynamically discover and combine
component services to form new services.

Service Discovery: Service discovery occurs
when device resources and functions are packaged
as services, in a networked environment, and a
device finds another device capable of offering a
specific service or resource.
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ABSTRACT

The recent development in the mobile technology (mobile phones, middleware, wireless networks, etc.)
created a need for new methods of protecting the code transmitted through the network. The oldest
and the simplest mechanisms concentrate more on integrity of the code itself and on the detection of
unauthorized manipulation. The newer solutions not only secure the compiled program, but also the
data, that can be gathered during its “journey,”” and even the execution state. Some other approaches
are based on prevention rather than detection. In this chapter we present a new idea of securing mobile
agents. The proposed method protects all components of an agent: the code, the data, and the execution
state. The proposal is based on a zero-knowledge proof system and a secure secret sharing scheme, two
powerful cryptographic primitives. Next, the chapter includes security analysis of the new method and
its comparison to other currently more widespread solutions. Finally, we propose a new direction of
securing mobile agents by straightening the methods of protecting integrity of the mobile code with risk
analysis and a reputation system that helps avoiding a high-risk behavior.

INTRODUCTION

A software agent is a program that can exercise
an individual’s or organization’s authority, work
autonomously toward agoal, and meetand interact
with other agents (Jansen & Karygiannis, 1999).
Agents can interact with each other to negotiate
contracts and services, participate in auctions, or
barter. Multi-agent systems have sophisticated ap-
plications, for example, as management systems

for telecommunication networks or as artificial in-
telligence (Al)-based intrusion detection systems.
Agents are commonly divided into two types:

. Stationary agents
. Mobile agents

The stationary agentresidesatasingle platform
(host), the mobile one can move among different
platforms (hosts) at different times.
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The mobile agent systems offer new possibili-
ties for the e-commerce applications: creating new
types of electronic ventures from e-shops and e-
auctionstovirtual enterprisesand e-marketplaces.
Utilizing the agent system helps to automate many
e-commerce tasks. Beyond simple information
gathering tasks, mobile agents can take over all
tasks of commercial transactions, namely, price
negotiation, contract signing, and delivery of
(electronic) goods and services. Such systems are
developed for diverse business areas, for example,
contract negotiations, service brokering, stock
trading, and many others (Corradi, Cremonini,
Montanari, & Stefanelli, 1999; Jansen & Karygi-
annis, 1999; Kulesza & Kotulski, 2003). Mobile
agents can also be utilized in code-on-demand
applications (Wang, Guan, & Chan, 2002). Mobile
agent systems have advantages even over grid
computing environments:

. Require less network bandwidth

. Increase asynchrony among clients and serv-
ers

. Dynamically update server interfaces

. Introduce concurrency

The benefits from utilizing the mobile agents
in various business areas are great. However, this
technology brings some serious security risks;
one of the most important is the possibility of
tampering with an agent. In mobile agent systems
the agent’s code and internal data autonomously
migrate between hosts and can be easily changed
during the transmission or at a malicious host site.
The agent cannot itself prevent this, but different
countermeasures can be utilized in order to detect
any manipulation made by an unauthorized party.
They can be integrated directly into the agent sys-
tem, or only into the design of an agent to extend
the capabilities of the underlying agent system.

Several degrees of agent’s mobility exist, cor-
responding to possibilities of relocating code and
state information, including the values of instance
variables, the program counter, execution stack,
and so forth. The mobile agent technologies can
be divided in to two groups:

*  Weakly mobile: Only the code is migrating;
no execution state is sentalong with an agent
program

. Strong mobile: A running program is mov-
ing to another execution location (along with
its particular state)

The protection of the integrity of the mobile
agent is the most crucial requirement for the agent
system. The agent’s code and internal data autono-
mously migrate between hosts and can be easily
changed during the transmission or at a malicious
host site. A malicious platform may make subtle
changes in the execution flow of the agent’s code;
thus, the changes in the computed results are dif-
ficultto detect. The agent cannotitself prevent this,
but different countermeasures can be utilized in
order to detect any manipulation made by an un-
authorized party. They can be integrated directly
into the agent system, or only into the design of an
agent to extend the capabilities of the underlying
agent system. However, the balance between the
security level and solution implementation’s cost,
aswellas performance impact, hasto be preserved.
Sometimes, some restrictions of agent’s mobility
may be necessary.

Accountability is also essential for the proper
functioning of the agent system and establishing
trust between the parties. Even an authenticated
agentisstill able to exhibitmalicious behaviortothe
platformif suchabehavior cannot later be detected
and proved. Accountability is usually realized by
maintaining anauditlog of security-relevantevents.
Those logs must be protected from unauthorized
access and modification. Also the non-repudiability
of logs is a huge concern. An important factor of
accountability is authentication. Agents must be
able to authenticate to platforms and other agents
and vice versa. An agent may require different
degrees of authentication depending on the level
of sensitivity of the data.

The accountability requirement needs also to
be balanced with an agent’s need for privacy. The
platform may be able to keep the agent’s identity
secret from other agents and still maintain a form
of revocable anonymity where it can determine
the agent’s identity if necessary and legal. The
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security policies of agent platformsand their audit-
ing requirements must be carefully balanced with
agent’s privacy requirements.

Threatstosecurity generally fall into three main
classes: (1) disclosure of information, (2) denial of
service, and (3) corruption of information (Jansen,
1999). Threats in agent system can be categorized
with regard to agents and platform relations (e.g.,
agent attacking an agent, etc.). Another taxonomy
of attacks in agent system was proposed in Man
and Wei (2001). The article describes two main
categories of attacks: purposeful and frivolous.
The first kind is carefully planned and designed
and can be further classified by the nature of attack
(read or non-read) and number of attackers (solo or
collaborative). During the second kind of attacks,
the attacker may not know the effect of his/her
actions or gain an advantage. These attacks can
be random or total. Another category of attacks is
connected with traffic analysis (Kulesza, Kotul-
ski, & Kulesza, 2006) or called blocking attacks
(when a malicious platform refuses to migrate the
agent), as described by Shao and Zhou (2006). In
this chapter we will focus on the threats from an
agent’s perspective.

Among the mentioned threats, the most impor-
tant are connected with the agent platform since
the most difficultto ensure is the agent’s code/state
integrity. There are two main concepts for protect-
ing mobile agent’s integrity:

*  Providing trusted environment for agent’s
execution
. Detection or prevention of tampering

Thefirst group of methods is more concentrated
on the whole agent system than on an agent in
particular. These seem to be easier to design and
implement but, as presented in Oppliger (2000),
mostly lead to some problems. The assumption that
an agent works only with a group of trusted hosts
makes the agent less mobile than it was previously
assumed. Also an agent may need different levels
of trust (some information should be revealed to
host while in another situation it should be kept
secret). Sometimes, it is not clear in advance that
the current host can be considered as trusted. A
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method to provide such an environment is special
tamper-resistant hardware, but the cost of such a
solution is usually very high.

The second group of methods provides the
agents’ manager withtoolsto detect thatthe agent’s
data or code has been modified, or an agent with a
mechanism that prevents a successful, unauthor-
ized manipulation. In this chapter we concentrate
on the “built-in” solutions because they enable
an agent to stay mobile in the strong sense and,
moreover, provide the agent with mechanisms to
detect or prevent tampering. Detection means that
thetechnique isaimed atdiscovering unauthorized
modification of the code or the state information.
Prevention means that the technique is aimed at
preventing changes of the code and the state infor-
mation in any way. To be effective, detection tech-
niques are more likely than prevention techniques
to depend on legal or other social framework. The
distinction between detection and prevention can
be sometimes arbitrary, since prevention often
involves detection (Jansen, 2000).

BACKGROUND

Many authors proposed methods for protecting
integrity of the mobile code. The most interesting
of them are presented in this section.

Time Limited Black-Box Security and
Obfuscated Code

These methods are based on a black-box approach.
The main idea of the black-box is to generate ex-
ecutable code from a given agent’s specification
that cannot be attacked by read (disclosure) or
modification attacks. An agent is considered to be
black-box if at any time the agent code cannot be
attacked in the previous sense, and if only its input
and output can be observed by the attacker. Since
it is not possible to implement it today, the relax-
ation of this notion was introduced Hohl (1998): it
is not assumed that the black-box protection holds
forever, butonly fora certain knowntime. Accord-
ing to this definition, an agent has the time-limited
black-box property if for a certain known time it
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cannot be attacked in the aforementioned sense.
The time limited black-box fulfills two black-box
properties for this limited time:

. Code and data of the agent specification can-
not be read

. Code and data of the agent specification can-
not be modified

This scheme will not protect any data that is
added later, although the currently existing vari-
ables will be changeable. Thus, it cannot protect
the state of an agent, which can change between
different hosts or any data, which the agent gath-
ered.

Inorder to achieve the black-box property, sev-
eral conversion algorithms were proposed. They
are also called obfuscating or mess-up algorithms.
These algorithms generate a new agent out of an
original agent, which differs in code but produces
the same results.

The code obfuscation methods make it more
complicated to obtain the meaning from the code.
To change a program code into a less easy “read-
able” form, they have to work in an automatic
and parametric manner. The additional param-
eters should make possible that the same original
program is transformed into different obfuscated
programs. The difficulty is to transform the pro-
gram in a way that the original (or a similar, easily
understandable) program cannot be re-engineered
automatically. Another problem is that it is quite
difficult to measure the quality of obfuscation, as
this not only depends on the used algorithm, but
on the ability of the re-engineering as well. Some
practical methods of code obfuscation are described
by Low (1998) and general taxonomy proposed by
Coilberg, Thomborson, and Low (1997).

Since an agent can become invalid before
completing its computation, the obfuscated code
is suitable for applications that do not convey
information intended for long-lived concealment.
Also, it is still possible for an attacker to read and
manipulate data and code but, as a role of these
elements cannot be determined, the results of this
attack are random and have no meaning for the
attacker.

Encrypted Functions

The encrypted functions (EF) method is one step
forward in implementing the perfect black-box
security. It has been proposed initially by Sander
and Tschudin (1998). Since then other similar
solutions were introduced (Alves-Foss, Harrison,
& Lee, 2004; Burmester, Chrissikopoulos, &
Kotzanikolaou, 2000) and the method is believed
to be one of the canonical solutions for preserving
agent’s integrity (Jansen, 2000; Oppliger, 2000).

The goal of the EF, according to Jansen (2000),
is to determine a method, which will enable the
mobile code to safely compute cryptographic
primitives, such as digital signature, even though
the code is executed in non-trusted computing
environments and operates autonomously without
interactions with the home platform. The approach
isto enable the agent platform to execute aprogram
assimilating an encrypted function without being
able to extract the original form. This approach
requires differentiation between a function and a
program that implements the function.

The EF system is described as follows by
Oppliger (2000):

A has an algorithm to compute function f. B has
an input x and is willing to compute f(x) for A,
but A wants B to learn nothing substantial about
f. Moreover, B should not need interacting with A
during the computation of f(x).

The function f can be, for example, a signature
algorithm with an embedded key or an encryption
algorithm containing the one. This would enable
the agent to sign or encrypt data at the host without
revealing its secret key.

Although the idea is straightforward, it is hard
to find the appropriate encryption schemes that can
transform arbitrary functions as shown. So far,
the techniques to encrypt rationale functions and
polynomials have been proposed. Also a solution
based on the RSA cryptosystem was described
(Burmester et al, 2000).
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Cryptographic Traces

The articles by Vigna (1997, 1998) introduced
cryptographic traces (also called execution traces)
to provide a way to verify the correctness of the
execution of anagent. The method isbased ontraces
of the execution of an agent, which can be requested
by the originator after the agent’s termination and
used as a basis for the execution verification. The
technique requires each platform involved to cre-
ate and retain a non-repudiation log or trace of the
operations performed by the agent while resident
there and to submitacryptographic hash of thetrace
upon conclusion asatrace summary or fingerprint.
The trace is composed of a sequence of statement
identifiers and the platform signature informa-
tion. The signature of the platform is needed only
for those instructions that depend on interactions
with the computational environment maintained
by the platform. For instructions that rely only on
the values of internal variables, the signature is
not required and therefore is omitted.

This mechanism allows detecting attacks
against code; state and control flow of mobile
agents. This way, in the case of tampering, the
agent’s owner can prove that the claimed opera-
tions could never been performed by the agent. The
technique also defines a secure protocol to convey
agentsandassociated security-related information
among the various parties involved, which may
include a trusted third party to retain the sequence
of trace summaries for the agent’s entire itinerary.
Theapproach hasanumber of drawbacks, the most
obvious being the size and number of logs to be
retained, and the fact that the detection process is
triggered sporadically, based onsuspiciousresults’
observations or other factors.

Chained MAC Protocol

Different versions of chained message authenti-
cation code (MAC) protocol were described by
Karjoth, Asokan, and Gulcu (1999) and Yee (1999).
Some of them require existence of public key in-
frastructure, others are based on asingle key. This
protocol allows an agent to achieve strong forward
integrity. To utilize this protocol, only the public
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key of the originator has to be known by all agent
places. This can occur when the originator is a
rather big company that is known by its smaller
suppliers.

Assumethatr _isarandomnumberthatisgener-
ated by n™" host. This value will be used as a secret
key in a MAC. The partial result o_(single piece
of data, generated on n host), r_and the identity
of the next host are encrypted with the public key
of the originator K; , forming the encapsulated
message O

ig!

O,=Ar,o.,id({_ )}Ki

A chaining relation is defined as follows
(here H denotes a hash-function and h denotes
the digest):

ho = {rov OO’ |d(|1)}K|O
and
h. =H{h,r, o, idi_)

When an agent is migrating from host i to
i
n+l

i >i+:{0, .,0,h }

Similar schemes are also called partial results
encapsulation methods (Jansen, 2000).

Watermarking

Watermarking is mainly used to protect the copy-
rights for digital contents. A distributor or an
owner of the content embeds a mark into a digital
object, so its ownership can be proven. This mark
isusually secret. Most methods exploitinformation
redundancy and some of them can also be used to
protect the mobile agent’s data and code.

A method of watermarking of the mobile code
was proposed by Esparza, Fernandez, Soriano,
Munoz, and Forne (2003). Amark isembedded into
the mobile agent by using software watermarking
techniques. This mark is transferred to the agent’s
results during the execution. For the executing
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hosts, the mark is a normal part of results and is
“invisible.” If the owner of the agent detects that
the mark has been changed (it is different than
expected), he or she has proof that the malicious
host was manipulating the agent’s data or code.
Figure 1 illustrates how the mark is appended to
data during the mobile agent’s computations on
various hosts.

The paper by Esparza et al. (2003) presents
three ways of embedding the watermark into the
agent:

. Marking the code
. Marking the input data
. Marking the obfuscated code

The mark or marks are validated after the agent
returns to its originator.
Possible attacks against this method include:

. Eavesdropping: If the data is not protected
inany way (e.g., notencrypted) it can be read
by every host.

. Manipulation: The malicious hostcantryto
manipulate either the agent’s code or data to
change the results and still keep the proper
mark.

. Collusion: A group of malicious hosts can
cooperate to discover the mark by comparing
the obtained results.

Figure 1. Example of watermarking

Fingerprinting

Software fingerprinting uses watermarking
techniques in order to embed a different mark
for each user. Software fingerprinting shares
weaknesses with software watermarking: marks
must be resilient to manipulation and “invisible”
to observers.

The method for fingerprinting was proposed by
Esparzaetal. (2003). Contrary to the watermarking
methods presented previously here, the embedded
mark is different for each host. When the agent re-
turns to the owner, all results are validated and the
malicious host is directly traced (see Figure 2).

The article presents two ways of embedding
the mark into the agent:

. Marking the code: In this case, malicious
hosts have the possibility of comparing
their different codes in order to locate their
marks.

. Marking the input data: The data are usu-
ally different for each host, so it is harder to
identify the mark.

The procedure is similar to the mobile agent
watermarking approach. However, the owner must
know each mark for each host and their location.
Oneofthe possibilities of reconstructing the marks
is to catch the information about the previously
chosen places in the results.
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Figure 2. Example of fingerprinting
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Possible attacks against this method include:

. Eavesdropping: Ifthe dataare not protected
inany way (e.g., notencrypted) it can be read
by every host.

. Manipulation: The malicious hostcantry to
manipulate either the agent’s code or data to
change the results and still keep the proper
mark.

. Collusion: Colluding hosts cannot extract
any information about the mark comparing
their data or results, because every host has a
differentinputdataandadifferentembedded
mark.

The difference between mobile agent water-
marking and fingerprinting is the fact that in the
second case itis possible to detect collusion attacks
performed by a group of dishonest hosts.

Publicly Verifiable Chained Digital
Signatures

This protocol, proposed by Karjoth (1998) allows
verification of the agent’s chain of partial results
not only by the originator, but also by every agent
place. However, itisstill vulnerableto interleaving
attacks. This protocol makes it possible for every
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agent place, which receives an agent to verify that
ithas notbeencompromised. This saves computing
power because if an agent has indeed been com-
promised, the agent place can reasonably refuse
to execute the compromised agent.

Environmental Key Generation

This scheme allows an agent to take a predefined
action when some environmental condition is true
(Riordan & Schneier, 1998). The approach centers
on constructing agents in such a way that upon
encountering anenvironmental condition (e.g., via
amatched search string), a key is generated, which
is then used to cryptographically unlock some
executable code. The environmental condition is
hidden through either a one-way hash or public
key encryption of the environmental trigger. This
technique ensures that a platform or an observer
of the agent cannot uncover the triggering mes-
sage or response action by directly reading the
agent’s code.

Itinerary Recording with Replication
and Voting

A faulty agent platform can behave similarly to a
malicious one. Therefore, applying fault tolerant
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capabilities to this environment should help coun-
ter the effects of malicious platforms (Schneider,
1997). One such technique for ensuring that a
mobile agent arrives safely at its destination is
through the use of replication and voting. Rather
than using a single copy of an agent to perform a
computation, multiple copies are used. Although
a malicious platform may corrupt a few copies of
the agent, enough replicas avoid the encounter to
successfully complete the computation. A slightly
different method based on multiple copies of agent
was proposed by Benachenhou and Pierre (2006).
In this proposal, the copy of agent is executed on
a trusted platform to validate results obtained on
other platforms.

A METHOD BASED ON SECRETS
AND PROOFS

In the proposed system we assume that there exist
at least three parties:

. A manager
. An agent
*  Ahost

The manager can be an originator of the agent.
It plays a role of a verification instance in the
schemeand creates initial countermeasures for the
agent. The manager also plays a role of a trusted
third party.

Outline of the Method

The zero-knowledge proof systems (Goldreich,
2002) enable the verifier to check validity of the
assumption that the prover knows a secret. In our
system the verifier would be the manager or owner
of agents and, obviously, agents would be the prov-
ers. In the initial phase, the manager computes a
set of secrets. The secrets are then composed into
the agent, so that if the manager asks the agent to
make some computations (denote themasafunction
f), the result of this would be a valid secret. This
function should have the following property:

. Ifwe havex andf(x ) thenitiscomputationally
infeasible to find such x, that f(x) = f(x,)

If the secret is kept within an agent, then also
the host can use the zero-knowledge protocol to
verify it. Every authorized change of agent’s state
results in such a change of the secret that the secret
remains valid. On the other hand, every unauthor-
ized change leads to loosing the secret, so at the
moment of verification by host or manager, the
agent is not able to prove possession of a valid
secret. Since the host can monitor all agent’s com-
putations, the secret should not only change with
agent’s execution state, but should also be different
for different hosts, so one host could only validate
the secret prepared for operations that should be
executed at this platform. In our systemthe host can
tamper the agent and try to make such changes that
so that he/she will be still able to obtain the proper
secret, but the characteristics of function f will not
allow doing this. Some possible candidates for the
function f can be a hash function. Our approach is
a detection rather than prevention (see Zwierko &
Kotulski, 2007).

Specification of the Method

The Initial Phase
The initial phase has three steps:

1. The manager computes a set of so-called
identities, denoted as ID. Itis public. For each
identity, the manager computes appropriate
secret, denoted as o. The details for generat-
ing those values depend upon chosen zero
knowledge system.

2. To compose ¢ into an agent, any secure se-
cret sharing scheme (Pieprzyk, Hardjono, &
Seberry, 2003) with threshold t can be used.
The manager creates n shares, such that the
reconstructed secret would be 6. The t-1 shares
are composed into an agent and the rest are
distributed among the hosts via secure chan-
nels (this is illustrated in Figure 3).

3. The manager now needs to glue the shares
into an agent in such a way, that when the
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agent is in a proper execution state, it is able
to obtain from its code/state variables the cor-
rect shares. Since the agent is nothing more
than acomputer program, it can be described
as a finite state machine (FSM). Assume, we
have the agent of the form <%, S, S, S, &>,
where:

e X isthe input alphabet

« S={f, .. f}isasetof all possible
states

» S, isasubset of S with all initial states

e S_isasubsetof Swithall finishing states,
possibly empty

* 03X xS — Sisastate transition func-
tion.

Figure 4 shows an example of agent’s FSM. It
is obvious that only some execution states should
be observed during the computation at the host
platform (e.g., the ones connected with gathering
and storing the data). If the state f, is the first state
of the agent’s computations at the host platform,
thenitis natural thatthe shares should be generated

Figure 3. Distributing ID and shares to hosts

L

Figure 4. Mobile agent as an FSM
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only from this state. Additionally, some internal
variablesthat differ for each host should be utilized
to obtain different secrets for each host. Thus, to
create agent’s shares, fj, ¢, € X, and the code should
be used.

In other cases, where the pair fj and ¢, is not
unique for each host, the previous states or other
data should be used. It should be possible to obtain
the proper shares for currenthostbased on appropri-
ate execution state and internal variables. If there
is more than one unique combination of (f, c) for
one host, then for each of them the host should
obtain an ID and a share. The agent’s code (in a
certain form) should be a part of the data that are
required to recreate the secret to enable detection
of every unauthorized manipulation, which could
be performed by previous host.

To create the shares from the mentioned data,
the hash function or an encryption function with
the manager’s public key can be used.

The Validation Phase

1. The host, which wants to verify an agent’s
integrity, sends its share to the agent.

Manager

Initial states
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2. The agent creates the rest of the shares from
its code and the execution state. It recreates
the secret. The agent computes the secret o
and uses it for the rest of the scheme, which
is a zero-knowledge identification protocol.

3. The agent and the host execute the selected
zero-knowledge protocol, so that the host can
confirm the correctness of .

The manager cancompute many identities, which
may be used with different execution states. In that
situation the agent should first inform host which
identity should be used, or the host can simply check
the correctness of o for all possible identities.

SECURITY AND SCALABILITY
Definitions and Notions

This section presents basic notions concerning
agent’sintegrity thatwill be later used in description
of the selected solutions. The integrity of an agent
means that an unauthorized party cannot change
its code or execution state, or such changes should
be detectable (by an owner, a host or an agent plat-
form, which want to interact with the agent). The
authorized changes occur only when the agent has
to migrate from one host to another. Next is a more
formal definition:

Definition 1 (integrity of an agent). An agent’s
integrity is not compromised if no unauthorized
modification can be made without the agent s owner
noticing this modification.

The concept of forward integrity is also used
for evaluation of many methods (Karjoth et al.,
1999; Yee, 1999). This notion is used in a system
where agent’s data can be represented as a chain of
partial results (a sequence of static pieces of data).
Forward integrity can be divided into two types,
which differ intheir possibility to resist cooperating
malicious hosts. The general goal is to protect the
results within the chain of partial results from being
modified. Given a sequence of partial results, the
forward integrity is defined as follows:

Definition 2 (Karjoth et al., 1999; Yee, 1999). The
agent posses the weak forward integrity feature if
the integrity of each partial result mQ0, ..., mn-1is
provided when in is the first malicious agent place
on the itinerary.

Weak forward integrity is conceptually not
resistant to cooperating malicious hosts and agent
places that are visited twice. To really protect the
integrity of partial result, we need a definition
without constraints.

Definition 3 [strong forward integrity (Karjoth
et al., 1999)]. The agent system preserves strong
forward integrity of the agent if none of the agent’s
encapsulated messages mk, with k < n, can be
modified without notifying the manager.

In this chapter we refer to forward integrity as
to strong forward integrity (when applicable). To
make notion of forward integrity more useful, we
define also publicly verifiable forward integrity,
which enables any host to detect compromised
agents:

Definition 4. The agent posses the publicly verifi-
able forward integrity if every host in can verify
that the agent’s chain of partial results mioO ,...,
min has not been compromised.

The other important notion concerning agent’s
integrity, a concept of black-box security (Hohl,
1998) was introduced in the Time Limited Black-
Box Security and Obfuscated Code section.

Analysis

The proposed scheme should be used with more
that one identity. This would make it very hard
to manipulate the code and the data. The best
approach is to use one secret for each host. We
assume that the malicious host is able to read and
manipulate an agent’s data and code. He/she can
try to obtain from an agent’s execution state the
proper shares. The host can also try to obtain a
proper secret and manipulate the agent’s state and
variables in a way that the obtained secret would
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stay the same. But the host does not know other
secrets that are composed into the agents; also
he/she does not know more shares to recreate those
secrets, so, any manipulation would be detected
by the next host.

The protocol is not able to prevent any attacks
that are aimed at destroying the agent’s data or
code, meaning that a malicious host can “invali-
date” any agent’s data. But this is always a risk,
since the host can simply delete an agent.

e Weak forward integrity: The proposed
method posses the weak forward integrity
property: the malicious host cannot efficiently
modify previously generated results.

. Strong forward integrity: The protocol
provides the agent also with strong forward
integrity, because the host cannot change
previously stored results (without knowledge
of secrets created for other hosts). He/she
cannot also modify the agent in a way that
could be undetectable by the next host on the
itinerary or by the owner.

. Publicly verifiable forward integrity: Each
host can only verify if the agent’s code or the
execution state has not been changed. They
cannot check wherever the data obtained on
other platforms has not been modified. The
agent’s owner, who created all secrets, can
only do this.

. Black-box security: The proposed system
is not resistant to read attacks. A malicious
host can modify the code or data, but it is
detectable by agent’s owner, so it is resistant
to manipulation attack. The system does not
have full black-box property.

Comparison with Other Methods

It is a difficult task to compare systems based on
such different approaches as presented here. We
decided to split comparison into two categories:

. Practical evaluation: If the method is hard
or easy to implement:
o Hard: No practical implementation ex-
ists at the moment
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o Medium: The method has been imple-
mented, with much effort

o Easy: The method is widely used and
has been implemented for different
purposes

and what elements of an agent it protects:

. Theoretical evaluation: If the method satis-
fies the security definitions from the Defini-
tions and Notions section.

Thetheoretical evaluation is quite hard, because
some methods that have the black-box property do
not “fit” other definitions. If the code or data cannot
be read or manipulated (the ideal case), then how
we can discuss if it can be verifiable, or, if it fulfills
the forward integrity.

As for evaluation of the black-box property;, it is
very hardto provide the code that cannot be read. In
all cases, marked by *, (see Table 2) the adversary
can modify the agent but not in a way that owner
or other host would not notice. This means that no
efficient manipulation attack can be made, so one
part of the black-box property is satisfied.

In#casethe publicly verifiable forwardintegrity
is satisfied only partially, because the agent’s code
can be verified but the data cannot.

Scalability

The initialization phase. The first phase is similar
to the bootstrap phase of the system. The hosts and
the manager create a static network. It is typical
for agents’ systems that the manager or the owner
of an agent knows all hosts, so distribution of all
IDs and shares is efficient. We can compare this to
sending a single routing update for entire network
asin OSPF protocol (the flooding). Wheneveranew
agent is added to the system, the same amount of
information to all hosts has to be sent. Since the
messages are not long (a single share and few IDs)
andare generated only during creating anew agent,
thatamount of information should notbe a problem.
The sizes of parameters (keys lengths, number of
puzzles, and number of shares) are appropriately
adjusted to the agents’ network size.

The operating phase. During the validation
phase no additional communication between the
manager and the hosts is required.
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Table 1. Practical comparison of the integrity protection methods

Implementation Protects code Protects data Protects execution state

Method

Encryption functions Hard Yes Yes No

Obfuscated code Medium Yes No No

Cryptographic traces Hard Yes No Yes

Watermarking Easy Yes Yes No

Fingerprinting Easy Yes Yes No

Zero knowledge proof Easy Yes Yes Yes

Table 2. Theoretical comparison of integrity protection methods
Weak forward Strong forward Publicly verifiable Black-box

Method integrity integrity forward integrity property
Encryption functions No No No Yes
Obfuscated code Yes Yes No Partially*
Cryptographic traces Yes Yes Yes No
Watermarking Yes No No Partially*
Fingerprinting Yes Yes No Partially*
Zero knowledge proof Yes Yes No# Partially*

Modifications

Asimilar scenario can be used to provide integrity
to the data obtained by the agent from different
hosts. A malicious host could try to manipulate
the data delivered to the agent by the previously
visited hosts. To ensure that this is not possible,
the agent can use the zero-knowledge protocol to
protect the data. For each stored piece of data, the
agent can create a unique “proof,” utilizing the
zero-knowledge protocol. Any third party, who
does not possess o, is ot able to modify the proof.
So the manager knowing o can be sure that the
data was not manipulated.

An area for development of the proposed
integrity solution is to find the most appropriate
function for composing secrets into hosts: The
proposed solution fulfills the requirements, but
some additional evaluation should be done. The

next possibility for the future work would be to
integrate the proposed solution to some agents’
security architecture, possibly the one that would
also provide an agent with strong authentication
methods and anonymity (Zwierko & Kotulski,
2005). Then, such a complex system should be
evaluated and implemented as a whole. A good
example of such a system would be an agent-based
electronic elections system for mobile devices,
where the code integrity together with the anony-
mous authentication is crucial for correctness of
the system (Zwierko & Kotulski, in press).

FUTURE TRENDS
Inthis chapter we presented methods of protection

of mobile agents against attacks on their integrity.
The methods offer protection onacertain level, but
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the agents’ security can be significantly increased
by avoiding risky behavior, especially visiting suspi-
cious hosts. This can be done by using mechanisms
built into individual agents or by distributed solu-
tions based on cooperation of agents and hosts. The
most promising solutions for improvement of the
mobile code security can be based on risk analysis
or on reputation systems. The first one needs some
built-inanalysistoolswhile the second one requires
trust management infrastructure.

Risk analysis is one of the most powerful tools
used in economics, industry, and software engi-
neering (Tixier, Dusserre, Salvi, & Gaston, 2002).
Most of the business enterprises carry out such an
analysis for all transactions. The multi-agent or
mobile agent system can be easily compared with
such an economic-like scenario: There are a lot
of parties making transactions with other parties.
The risk analysis could be utilized to estimate how
high is the probability that selected agent platform
is going to harm the agent. The biggest advantage
of this solution is lack of any form of cooperation
between differentmanagers: Everyone can make its
own analysis based on gathered knowledge. How-
ever, the cooperation between different managers
can benefit in better analysis.

Reputation systems (Sabater & Sierra, 2005;
Zacharia & Maes, 2000) are well known and
utilized in different applications, especially in
peer-to-peer environments. They enable the detec-
tion of malicious parties based on their previous
behavior, registered, valuated, and published. We
can imagine an agent system where managers and
owners of agents would also rate agent platforms
based on their previous actions towards the agents.
Of course, such a system still requires some in-
tegrity protection mechanisms, which could be
used to verify if results obtained by the agent are
correct. However, the applied mechanism can be
rather simple, notas complicated assome presented
methods, for example, EFs.

CONCLUDING REMARKS

Among security services for stored data protection
two are the most important: availability and integ-

40

Security of Mobile Code

rity. The data unavailable is useless for a potential
user. Also, the dataillegally defected or falsified isa
worthlesssource of information. No other protection
has sense if the data’s content is destroyed. In the
case of executables we face analogous problems.
Exceptothers, the executables mustbe available and
protected against falsification (that is unauthorized
changes of the designed functioning, internal state
and the carried data). The problem of availability
hasbeen successfully solved by aconcept of mobile
agents that simply go to the destination place and
work in there. However, this solution made the
problem of integrity of the mobile code or mobile
agent even more important than in the case of the
stored data. The falsified mobile agent is not only
useless. It can be even harmful as an active party
making some unplanned actions. Therefore, pre-
servingagents’ integrity isafundamental condition
of their proper functioning.

In this chapter we made an overview of the
existing protocols and methods for preserving the
agent’s integrity. The basic definitions and notions
were introduced. The most important mechanisms
were presented and discussed. We also proposed a
new concept for detection of the tempering of an
agent, based on a zero-knowledge proof system.
The proposed scheme secures both, an agent’s
execution state and the internal data along with its
code. For the practical implementation the system
requiressomeadditional research and development
work, but it looks to be a promising solution to
the problem of providing an agent with effective
and strong countermeasures against attacks on its
integrity.
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KEY TERMS

Agent Platform (Host): Agent platform is a
computer where an agent’s code or program is
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executed. The software agent cannot perform its
actions outside hosts. The host protects agents
against external attacks.

Cryptographic Protocol: Cryptographic pro-
tocol is a sequence of steps performed by two or
more parties to obtainagoal precisely according to
assumed rules. To assure this purpose the parties
use cryptographic services and techniques. They
realize the protocol exchanging tokens.

Intelligent Software Agent: Intelligent soft-
wareagentisanagentthatusesartificial intelligence
in the pursuit of its goals in contacts with hosts
and other agents.

Mobile Agent: Mobile agent is an agent that
can move among different platforms (hosts) at
different times while the stationary agent resides
permanently at a single platform (host).

Security Services: Security servicesguarantee
protecting agents against attacks. During agent’s
transportation the code is protected as a usual file.
At the host site, the agent is open for modifications
and very specific methods must be applied for
protection. For the agent’s protection the following
security services can be utilized:

. Confidentiality: Confidentiality is any
private data stored on a platform or carried
by an agent that must remain confidential.
Mobile agents also need to keep their present
location and the whole route confidential.

. Integrity: Integrity exists when the agent
platform protects agents from unauthorized
modification of their code, state, and data
and ensure that only authorized agents or
processes carry out any modification of the
shared data.

. Accountability: Accountability exists when
each agent on a given platform must be held
accountable for its actions: must be uniquely
identified, authenticated, and audited.

e Availability: Availability exists when every
agent (local, remote) is able to access data
and services on an agent platform, which
responsible to provide them.
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. Anonymity: Anonymity is when agents’
actions and data are anonymous for hosts
and other agents; still accountability should
be enabled.

Software Agent: Software agent is a piece
of code or computer program that can exercise
an individual’s or organization’s authority, work
autonomously at host toward a goal, and meet and
interact with other agents.

Strong Mobility: Strong mobility of an agent
means that a running program along with its
particular (actual) state is moving from one host
site to another.

Weak Mobility: Weak mobility of an agent
means that only the agent’s code is migrating
and no execution state is sent along with an agent
program.
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ABSTRACT

The broad aim of identity management (IdM) is to manage the resources of an organization (such as files,
records, data, and communication infrastructure and services) and to control and manage access to those
resources in an efficient and accurate way. Consequently, identity management is both a technical and
process-orientated concept. The concept of IdM has begun to be applied in identities-related applications
in enterprises, governments, and Web services since 2002. As the integration of heterogeneous wireless
networks becomes a key issue in towards the next generation (NG) networks, IdM will be crucial to the
success of NG wireless networks. A number of issues, such as mobility management, multi-provider and
securities require the corresponding solutions in terms of user authentication, access control, and so
forth. IdM in NG wireless networks is about managing the digital identity of a user and ensuring that
users have fast, reliable, and secure access to distributed resources and services of an next generation
network (NGN) and the associated service providers, across multiple systems and business contexts.

INTRODUCTION

The broad aim of identity management (IdM)
is to manage the resources of an organisation
(such as files, records, data, and communication
infrastructure and services) and to control and
manage access to those resources in an efficient
and accurate way (which in part usually involves a
degree of automation). Consequently, IdM is both
a technical and process-orientated concept.

The concept of IdM has begun to be applied
in identities-related applications in enterprise,
governments, and Web services since 2002. As

the integration of heterogeneous wireless networks
becomes a key issue in the fourth generation
(4G) wireless networks, IdM will become crucial
to the success of next generation (NG) wireless
networks. A number of issues, such as mobil-
ity management, multi-provider, and securities
require the corresponding solutions in terms of
user authentication, access control, and so forth.
Although IdM processes require the integration
into existing business processes at several levels
(Titterington, 2005), it remains an opportunity for
NG wireless networks.
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IdM in NG wireless networks is about man-
aging the digital identity of a user and ensuring
that users have fast, reliable, and secure access to
distributed resourcesand services of NG wireless
networks and associated service providers across
multiple systems and business contexts.

Definition

Given the open and currently non-standardised
nature of 1dM, there are varying views as to the
exact definition of IdM. These include:

By HP (Clercq & Rouault, 2004)

Identity Management can be defined as the set of
processes, tools and social contracts surround-
ing the creation, maintenance, utilization and
termination of a digital identity for people or,
more generally, for systems and servicesto enable
secure access to an expanding set of systems and
applications.

By Reed (2002)

The essence of Identity Management as a solu-
tion is to provide a combination of processes and
technologies to manage and secure access to the
information and resources of an organisation
while also protecting users’ profiles.

By Cisco Systems (2005)

Businesses need to effectively and securely manage
who and what can access the network, as well as
when, where, and how that access can occur...lets
enterprises secure network access and admission
at any point in the network, and it isolates and
controls infected or unpatched (sic) devices that
attempt to access the network.

Objectives

As IdM can be used in different areas such as
enterprise, government, Web services, telecom-
munication networks and so forth, its objectives
diversity in different contexts. Generally, the
IdM system is expected to satisfy the following
objectives (Reed, 2002):

. It should define the identity of an entity (a
person, place, or thing).

. It should store relevant information about
entities, such as names and credentials, in
a secure, flexible, customisable store.

. It should make the information accessible
through a set of standard interfaces.

. Itshould provide aresilient, distributed, and
high performance infrastructure for identity
management.

. It should help to manage relationships be-
tween the enterprise and the resources and
other entities in a defined context.

Main Aspects
Authentication

Authentication is the process by which an entity
providesits identity to another party, forexample,
by showing photo ID to a bank teller or entering
a password on a computer system. This process
is broken down into several methods which may
involve something the user knows (e.g., password),
something the user has (e.g., card), or something
theuseris (e.g., fingerprint, iris, etc.). Authentica-
tion can take many forms, and may even utilise
combinations of these methods.

Authorisation

Authorisation is the process of granting access
to a service or information based on a user’s role
in an organisation. Once a user is authenticated,
the system then must ensure that a particular user
has access to a particular resource.

Access Control

Access control is used to determine what a user
can or cannot do in a particular context (e.g., a
user may have access to a particular resource/file,
but only during a certain time of day, e.g., work
hours, or only from a certain device, e.g., desktop
in the office).
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Auditing and Reporting

Auditing and reporting involves creation and
keeping of records, whether for business reasons
(e.g., customer transactions), but also providing a
“trail” inthe event that the systemis compromised
or found faulty.

DIGITAL IDENTITY

What is Digital Identity?

In a business transaction, identity is used to
establish a level of trust upon which business
can be conducted. Trust in this context is the
confidence that each party they are dealing with
is who he/she claims to be. Traditionally, such
trust was established with the use of an observ-
able physical attribute of an entity. For example,
business dealingswere in person (appearance), on
the phone (voice), or with the use of signatures
on contracts (handwriting).

The identity of an individual is defined as the
set of information known about that person (Pato
& Rouault, 2003). For example, an identity in the
real world can be aset of names, addresses, driver’s
licenses, birth certificate, and so forth.

With the development and widespread use
of digital technologies, entities have been able to
communicate with each other without being physi-
cally present. In some cases, the first meeting and
possibly the entirety of the transaction between
two parties is held over a digital medium. There
is a growing need for trust to be established in
transactions over the digital world.

Digital identity is the means that an entity
can use to identify themselves in a digital world
(i.e., data that can be transferred digitally, over a
network, file, etc.). The aim of digital identity is to
create the same level of confidence and trust that
a face to face transaction would generate.

Composition of Digital Identity
A digital identity seeks to digitise an individual’s

identity to the extent that they cannot be mistaken
for someone else and that it is difficult for another
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personto impersonate that individual. Inatypical
face to face situation, identity comprises of two
parts: the actual identity of the entity (something
that can be observed by human senses) and the
credentials or whatthey use to prove their identity.
In Reed (2002), the attributes of digital identity
are given as follows:

Who You Are

“Who you are” is the attribute that in a real world
context uniquely identify a single entity. These
can include knowledge or data that is only known
by that entity, unique physical characteristics of
that entity, or items that the entity has.

Context

Context can refer to the type of transaction or
organisation that the entity is identifying itself as
well as the manner that the transaction is made.
Different constraint on digital identity may be
enforced depending on the context. For example,
the sensitive transactions related to birth certifi-
cate information over phone or internet may be
prohibited.

Profile
A profile consists of data needed to provide ser-
vices tousers once their identity has been verified.
A user profile could include what an entity can do,
what they have subscribed to, what groups they
are a member of, their selected services, and so
forth. The profile of a user will change during the
course of interaction with a service provider.
Of particular consideration is the concept of
“context.” Depending on the context, we differin
the actions that we are able to do as individuals.
In an Internet shopping context, we may only be
able to browse or purchase items. In a corporate
context, it may enable us to access files or other-
wise do some other activity.
Contextisalsoimportantfromadigital identity
context as it is likely to determine the amount
and type of identity information that is needed
in order for the determined level of “trust” to be
available. For example, in an e-mail context, the
amount of identifying information that is neces-
sary is usually only two things: a username and
password. However, with more security conscious



Identity Management

applications, for example, bank transactions and
governmental functions, more informationis usu-
ally required (e.g., birth certificates, credit card
numbers, and the like).

The digital identity of an individual user
forms the main focus of security threats to any
IdM system. As such, there are typical measures
that must be taken to ensure that digital identities
are kept securely.

Usage of Digital Identity

Digital identity can be used for authentication.
It is where an entity must “prove” digitally that
it is the one that it claims to be. It is at this stage
that the credentials of digital identity are used.
The simplest form of authentication is the use of
ausername and corresponding password. This is
knownas “single factor” authentication, since only
asingle attribute is used to determine the identity.
Stronger authentication is usually obtained by not
only increasing the number of attributes that are
used, butalso by including different types. Toadd
tothe previous example scheme, inaddition to the
password, an entity could also be called upon to
have a particular piece of hardware plugged in,
providing a “two factor” scheme (DIGITALID-
WORLD, 2005).

Once an entity is authenticated, a digital
identity is used to determine what that entity is
authorised to do. This is where the profile of a
digital identity is required. As an example, au-
thorisation can be seen as the difference between
an “administrator” and a “user” who share the
same resource (for example, a computer). Both
may be authenticated to use the computer, but the
actions that each may do with that resource are
determined by the authorisation. Authentication
attempts to establish a level of confidence that a
certain thing holds true, authorisation decides
what the user is allowed to do.

Accounting provides an organisation with the
ability of tracking unauthorised access when it
occurs. Accounting involves the recording and
logging of entities and their activities within the
context of a particular organisation, Web site,
and so forth.

PROS AND CONS OF IDENTITY
MANAGEMENT

Benefits of Identity Management

Reduce Total Cost Ownership (TCO) for All
Systems

Cost reduction by IdM usually is a result of more
efficientuse of personnel and resources, especially
with regards to the following administrative bu-
reaucracy. Examples include (Courion, 2005):

*  Reducing the costs of auditing by providing
real-time verification of user access rights
and policy awareness enforcement

. Eliminating accountadministration such as
accountadd/move/change and callsto infor-
mation security staff for digital certificate
registration

. Eliminating calls of password reset (the #1
support call) to internal or outsourced help
desks

. Streamlining IT operations for more effi-
cient management and reallocation to more
strategic projects

. Reducing management overhead (Reed,
2002)

Competitive Advantage Through Streamlining
and Automation of Business Processes

This competitive advantage is delivered by cut-
ting down costs in areas with a high need for
unnecessary support and being able to:

. Offer users a fast, secure way to access to
revenue-generating systems, applications,
and Web portals (Courion, 2005)

. Provide faster response to “password reset”
and “insufficient access” user lockouts,
thus increasing system and data availability
(Courion, 2005)

. Provide 24x7x365, unassisted self-service
for the most common of help desk calls
(Courion, 2005)

. Improve customer and employee service;
maintain confidentiality and control of
customers, suppliers, and employees (Reed,
2002)
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. Reduce time for new employees to gain ac-
cess to required resources for work (Reed,
2002)

Increase Data Security

Data security includes the typical protection of
data from unauthorised users as well as ensuring
that the data being used is kept up to date across
the organisation and is safe from inadvertent
or intentional tampering by unauthorised users
within the organisation.

. Minimise the “security gap” that exists
between the time when employees leave a
company and their accounts are disabled
(Courion, 2005)

. Reduce the intrusion risk due to orphaned
or dormant accounts (by ex-employees or
those posing as ex employees) (Courion,
2005)

. Enforce the policies of consistent account
provisioning to make sure that only those
who need access get access (Courion,
2005)

. Enforce consistent password policies for
stronger authentication (Courion, 2005)

. Reduce security threats (e.g., human error)
through policy based automation (Courion,
2005)

. Ensure accurate audit trails for intrusion
preventionand security reporting (Courion,
2005)

. Provide faster response to account access
requests or password reset, thus reducing the
need of proliferating “superuser” privileges
(Courion, 2005)

. Increase the opportunity of adopting the
Public Key Infrastructure by removing the
biggest barrier (Courion, 2005)

. Reduce risk of incorrect information being
used (Reed, 2002)

Support Legal Initiatives and Demonstrate
Compliance (Courion, 2005; Reed, 2002)

In the case of legal initiatives, IdM can be used
successfully to demonstrate a systematic and ef-
fective approachto safeguardingan organisation’s
assets and its business partners’ (customers, sup-
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pliers, contractors, clients) assets. Italso presentsa
method of ensuring that policies are enforced away
from human effort and decision making (where
often the process breaks down or is ignored). In
summary, it can;

. Demonstrate policy enforcement

. Proactively verify the access right of a
user

. Enable policy awareness testing

. Eliminate orphaned accounts systemati-
cally

. Increase protected data privacy

Additional benefits, mainly business centric,
are described in more detail by Fujitsu (Locke &
McCarthy, 2002):

. Know who everyone is in the organisa-
tions: Applied to the larger scale of the NG
wireless networks, this prevents any user
from “slipping through the cracks” whether
they areemployeesor subscribers. Typically,
telecommunications providers are adept at
keeping customer records, but suffer the
same problems with keeping track of staff.
An IdM system will enable the organisation
to keep stock of all their users.

*  Accurate and consistent people data in
all systems: This is particularly relevant
to the existing telecommunications provid-
ers. Although services vary, the majority of
providers have some lag between the time a
record is changed, compared to when that
change ismade into the records that the com-
pany keeps. Typically, this results in undue
delays when an existing or new subscriber
wishes to get access to their new services.
By speeding up the process by which data on
users can be updated, this reduces the delay
in service provisioning and offers a more
significant level of quality of service.

. Single source of data input/storage: This
feature has already been explored as one of
the benefits of an IdM system. Although a
distributed system must spread the location
and access points for the data that it stores,
by having one central system for organising
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it, any additional processing that needsto be
done, particularly when bridging between
two different types of systems or depart-
ments, is avoided.

In general, IdM is used to provide an efficient
systemthatcoversall userswithinan organisation.
It promotes a single system that does the entire
task rather than several systems that conflict or
compete with each other.

Drawbacks of Identity Management

IdM, while bringing several advantages to an
organisation, may have several applicable draw-
backs. These include:

. Single pointofvulnerability: Afeature that
brings both advantages and disadvantages
to IdM is the central system that is used.
A central IdM system is used to avoid the
vulnerabilitiesassociated with competing or
incompatible systems, as well as reducing
the maintenance costs involved in running
different types of systems. However, the flip
side to this approach is that it represents a
single pointof vulnerability that, if compro-
mised, can lead to the easy breach of all the
datathatthe systemis protecting. To counter
this, IdM systems generally recommend that
the additional resources that are saved by
the organisation employing the IdM system
are re-invested into providing more effec-
tive security measures. This will resultin a
system that is, overall, more secure than the
existing mixture of systems that individu-
ally, are not as secure.

. Migration from legacy systems and tran-
sition costs: IdM systems are generally at
odds with existing systems that manage and
secure users and resources. The concept of
IdM systems involves the replacing of exist-
ing systems with a single IdM system. For
larger organisations with staff and hardware
that are selected based upon a preference
for an existing system or systems, this
represents a significant along with all the
associated costs of replacing or retraining

staff, introducing new equipments and the
like. It will also increase the reluctance and
reduce the enthusiasm of the organisation
to adopt the new IdM system.

Specific needs depending on the organi-
sation: IdM systems generally need to be
customised for each particular organisation
that intends to use one. This is particularly
true for the areas where an IdM system
must support the business processes that an
organisation has set up. These are usually
unique to the organisation. Other areas that
would require customisation from system
to system include hardware requirements,
the nature of the organisations’ distributed
systems, and so on.

Extensive planning, designing, and imple-
mentation required: An IdM system must
be extremely well planned, designed, and
executed if it is to avoid the disadvantages
that it is trying to overcome over existing
approaches to enterprise management. Due
to the all-encompassing and authoritative
control that an 1dM system will have over
an organisation, it is important that any
such system caters or close to the exact
specifications, outlined by the organisation.
Otherwise, the system may be used incor-
rectly, resulting in the same inefficiencies
from non-1dM systems.

Relatively new concept, lack of uniform
standard: IdMasastandardised conceptand
solution is yet to be finalised. This increases
the likelihood of IdM systems to still be in
various stages of development, and more
importantly, different levels of effectiveness.
This may lead to increased maintenance or
upgrades inthe near future, or lead to flawed
development and implementation for the
early adopters of IdM systems. Both these
alternatives result in an inefficient outcome
compared to IdM’s claims.

STANDARDS AND SOLUTIONS

Anumber of IdM technologiesand standards have
emerged for enterprise networks, government,
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and Web services. The two main standard bodies
to date are from the Liberty Alliance Project and
the Web-Services (WS) Federation. However, the
specifications produced by these organisations are
mainly motivated by user profile management,
single sign-on, and personalised services and
do not address the requirements of NG wireless
networks.

Relevant Standard Bodies

The standards organisations listed in Table 1
are involved in the development of standards
for IdM.

IdM Standards

Directory Services

Directory services are considered a core part of
any ldM system. The standards (with the standards
body created by them) are:

. X.500 (1SO): Large global organisations/
governmental organisations

. LDAP (IETF): Core standard for systems
relying on directory management

. DSML (OASIS): Web-orientated extending
from LDAP

Table 1.

Identity Management

Web Services

Web services support IdM systems across private
and public networks. They are aimed, as such,
to connect heterogeneous systems. Several well
known protocols, suchas TCP/IP, belong here. The
ones that have specific applications in IdM are:

. SOAP (W3C, formerly Microsoft): For
transporting XML messages/remote pro-
cedure calls

. WSDL (W3C): Used to express the pro-
gramming interface and location of a ser-
vice

. Universal Description, Discovery and In-
tegration (UDDI): Used to find and publish
services

Security
Security protocols are used for protecting infor-
mation:

. SAML (OASIS): XML-based security
solution for Web services

*  WebServicesSecurity (WSS) (Language):
Enhancements to SOAP protocol for secu-
rity.

Federated Identity

Federated identity standards seek to standardise
items that would make federated identities more
feasible:

Standards Organisation

Organisation for Advancement of Structured
Information Standards (OASIS)

Private, worldwide organisation for XML standards.
For example, Security Assertion Markup Language (SAML)

Area of Standards / Example Standards

Web Services Interoperability (WS-1)

“Open, industry organisation to promote Web service interoperability
across operating systems and programming languages”
For example, Simple Object Access Protocol (SOAP)

World Wide Web Consortium (W3C)

Weh Services Description Language (WSDL)

Internet Engineering Task Force (IETF)

Loose collection of organisations with internet standards as the main
point of interest.
For example, Light weight Directory Access Protocol (LDAP)

The Open Group

Sponsors sub groups, for example, Directory Interoperability Forum
(DIF), Security Forum (SF)

International Organization for Standardization (ISO)

Well known international standards network.
For example, International Telecommunication Union-
Telecommunication Standardization Sector (ITU-T)
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. Liberty Alliance Project: An organisation
working mainly towards a solution/standard,
they focus on the single sign on concept com-
bined with federated identity.

. Microsoft .NET Passport: Primarily an
organisational solution rather than standard.
This provides a Microsoft managed authenti-
cationservice for other web services/corpora-
tions.

Workflow
Workflow standards include:

. Business Process Execution Language
(BPEL): Allows business processes (tasks)
to be described by a combination of Web
services and internal message exchanges.

Provisioning

Provisioning standards are hinted at from workflow
standards (which ensure a process is followed by
provisioning), but are otherwise not well covered,
with one exception:

. Service Provisioning Markup Language
(SPML) (OASIS)

IdM IN NG WIRELESS NETWORKS

Motivation

IdM issues were not critical in traditional telecom-
munication networks, because networks, applica-
tions, and billing for different services were not
integrated. Forexample, ifaservice provider offers
telephone, Internet access, and cable TV then all of
these services are treated separately. Each service
has its own subscriber database containing sub-
scriber records and identity information.

IdM, in both concept and practice, has pro-
vided an effective alternative and complements
to the existing security measures in enterprise
networks. The NG wireless networks can be seen
as a collective of organisations in addition to their
customers. Considering its integrated nature, an
IdM framework for NG wireless networks brings

organisations closer than in the current telecom-
munications environment.

IdM in NG wireless networkswill be more com-
plex than enterprise and Web service solutions. It
involves consolidation, managementand exchange
of identity information of users to ensure the users
have fast, reliable, and secure access to distributed
network resources across multiple service provid-
ers. Furthermore, NG wireless networks have to
provide seamless and ubiquitous supportto various
services in a heterogeneous environment.

Carefully planned and deployed, IdM solutions
in NG wireless networks can prevent fraud, improve
user experience, assist in the rapid deployment of
new services, and provide better privacy and na-
tional security. Conversely if it is not well planned
anddeployed, itcan lead to identity theft, fraud, lack
of privacy, and risk national security. In Australia,
the cost of identity theft alone was estimated to be
around $1.1 billion during 2001-2002 according to
some 2003 SIRCA Research.

The digital identity information in NG wireless
networks will be more complex because it has to
cater to a number of mobility scenarios, access
networks, and services. User identity could include
a combination of names, unique user identifiers,
terminal identifiers, addresses, user credentials,
SLA parameters, personal profiles, and so forth.
The digital identity information has to be ex-
changed between various entities in the networks
for the purpose of authentication, authorisation,
personalised online configuration, access control,
accountability, and so forth. IdM in NG wireless
networks is expected to provide a mechanism for
controlling multiple robust identitiesinanelectronic
world, which is a crucial issue in developing the
next generation of distributed services (Buell &
Sandhu, 2003).

Let us have a look at a typical access scenario
in traditional networks (shown in Figure 1). In
these networks, one organisation is often isolated
from another since each organisation is running
and providing its services independently. Each
customer has a number of identity credentials and
each credential can only be used to access services
from one subscribed organisation.

An expected access scenario in NG wireless
networks is illustrated as Figure 2. The NG wire-
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Figure 1. Typical access scenario in tradition networks
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less network subscriber is expected to use the same
credential to access multiple organisations. Without
awell designed IdM solution, it will not be possible
to cater to the following: (1) accessing the subscribed
organisations frequently, (2) increased frequency
of handoff between multiple organisations in NG
wireless networks, and (3) mutual authentication
between subscriberand service provider, or between
various service providers. A security breach on
any component of the NG wireless networks will
result in more severe consequences for all the other
business partners. Therefore, in order to maintaina
similar level of trust, reliability and profitability for
the NG wireless networks, integrated IdM measures
in NG wireless networks must be taken.

Benefits in NG Wireless Networks

A carefully researched IdM framework for NG
wireless networks has a number of benefits for NG
wireless networks users, operators, and service
providers.

1. User experience is often improved as users
can ubiquitously access services and applica-
tions of their choice over a number of service
providers without going through separate
logins and avoiding the need to remember
multiple usernames and passwords or use
multiple tokens.
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2. Servicedeliverycanbeimproved, forexample,
thetime required to get new subscriber access
is reduced.

3. It supports flexible user requirements and
personalisation.

4.  Aswithenterprise networks, there are numer-
ousbenefits such asreduction inthe cost ofnew
service launch, operation and maintenance
(O&M) and increased return on investment
(ROI) for NG wireless network operators and
service providers.

5. ldMisexpectedtosupportdistributed network
architectures where entities communicate
through open but secure interfaces.

6. It is necessary for seamless user mobility
across networks and terminals.

7. Acarefullyresearched and implemented IdM
solutionimproves the security of the NG wire-
less networks and the user confidence in the
use of the services.

8. IdM will assist in the efficient implementa-
tion of current and new legal and compliance
initiatives about user data, behaviour and
privacy.

9. IdMisexpectedtosupportnumberandservice
portability of usersinan NG wireless network
environment.

However, introducing an IdM solution can bring
new forms of security issues and threats. As you
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Figure 2. Simple access scenarios in NG wireless networks
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consolidate the identity-related information, you
create a new target for security attacks. But the
advantage of implementing IdM is that you do not
have to worry about protecting disparate solutions.
Now you are able to consolidate your defences to
one point.

Requirements for IdM in NG Wireless
Networks

In this section, an analysis of the requirements for
IdM in NG wireless networks is presented. The
analysiswill be undertaken fromthree perspectives:
user, network, and service. The requirement analy-
sis is expected to cater to the needs of end users,
network operators, and service providers in terms
of some of NG wireless networks’ key functional
classifications such as operation, mobility, security,
personalisation, and so forth.

Before we get started, a definition of various
terms used in NG wireless networks is given:

. User: A user refers to a person or entity with
authorised access (The Health Insurance
Portability and Accountability Act (HIPAA),
2005). In describing NG wireless networks,
the term end user is often used to refer to a
person or entity that uses network resources
or services.

. User terminal: The user terminal is the
device that is used by an end user to access
the services provided by the NG wireless
networks. It can be a mobile station (MS) or
a laptop.

- Organization A

The trust relationship is
established between A and B
so as to allow resources to
be shared

)
h:j
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. Network operator: Network operator is de-
fined as a legal entity that operates, deploys,
and maintains network infrastructure. In NG
wireless networks, the networks provided by
network operator become the intermediary
broker between services and subscribers.

. Service: Besides the traditional legacy ser-
vices, like telephony voice and data, the NG
wireless networks can also offer new value-
added services to accommodate increasing
multimedia demands, for example, video
conferencing.

. Service provider: The services in NG wire-
less networks can be provided by different
service providers using a single network
platform or separate network platforms of-
fered by a network operator.

End User Requirements

Unique ldentity for User and Terminal

A unique universal identity will have to be as-
signed to each individual user of the NG wireless
networks and to each user terminal that a user may
use to access services of the NG wireless networks.
Examples of such identity in Global System for
Mobile Communications (GSM)/Universal Maobile
Telecommunications System (UMTS) networks
include the International Mobile Subscriber Iden-
tity (IMSI) and International Mobile Equipment
Identity (IMEI). Usersshould have asingle identity
regardless of the access technology or network
being used.

53



Identity Management

Figure 3. An overview of IdM requirements and NG wireless networks
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Theuseridentity must possess sufficient features
that enable it to be used in a variety of end user
terminals (computer, mobile phone, landline phone).
Additionally, the unique identity may be required
to be compatible across several IdM systems.

Storage of User Information

User identity information may be stored in many
locations: user card, home network, visited network,
service providers, and so forth. Sometimes, the
stored user information can be used as a credential
for fast authentication, for example, HTTP cookies
are adopted to facilitate quick access to protected
Web sites. However, such kind of convenience
can have a security risk as the security at user end
is more likely to be compromised. NG wireless
networks designers have to carefully decide how
much information needs to be securely stored at
user end. Any identity-related information stored
at the user end has to be secure.

Exchange of User Identity

The unique identity allocated to a user should be
treated confidentially. Sometimes, it is a risk to
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transmit the real identity of a user through radio
or other public transmission mediums, like the
Internet, or exchange it directly with unauthorised
parties. Special measures must be taken to ensure
that user identity is not disclosed during the ex-
changing process. One possibility to overcome this
problem is to use a temporary user identity that is
derived from the unique user identity and is valid
for a fixed period of time. Once the validity of the
temporary identifier is expired, a new temporary
identity is generated. This way the real identity of
a user is never compromised.

Self-Service

Self-service is the ability of a user to actively man-
age part of his or her records without requiring the
intervention of help desk or support staff (Reed,
2002). This is an important requirementin all I[dM
systems. All NG wireless networks users should
be able to securely manage some of their own
identity information such as changing passwords,
subscription status, choosing their mobility status,
changing roaming authorisation, modifying user
profiles, enabling location based services, and so
forth. Users should also be able to modify content
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filtering options for upstream and downstream
traffic.

Users should be able to view their up-to-date
billing records and service usage patterns. To
increase trust, users should be able to view their
self-service activity journal, which displays all the
self-service activities performed by a user.

An 1dM system should be able to cater to situ-
ations where a user wants to delegate self-service
privileges to another user such as maintaining
accounts of family members.

Single Sign-On

An important user requirement of NG wireless
networks is single sign-on. This means that once
a user is authenticated, the user should have access
to the entirety of their subscribed services without
havingto repeat the authentication process for each
subscribed service.

Security and Privacy

To increase security, users should be able to choose
end-to-end data encryption. Unauthorised users
should not be allowed to access, view, or modify
identity information.

With the growing awareness of privacy and
the wish to protect it, users would be looking for
more control over their privacy, in particular, what
information is known about them and by whom.
With an effective IdM system, a user should be able
to exert some control as to how much identity data
they want to release (which may consist of approval
for sending some particular identity attributes) as
well as being able to retrieve data concerning the
location of their identity data and who is able to
currently access it.

Users should also be able to stay anonymous
while accessing some network services such as
network time protocol (NTP).

Access Network Selection
NG wireless networks users should be able to

choose between access networks based onanumber
of factors such as bandwidth, quality of services,

cost, location, and so forth. The user should be able
to move between the different access technolo-
gies with minimum configuration change and get
access consistently to their services according to
their user profiles.

Mobility

Mobility across heterogeneous environments re-
quires service adaptation for terminal mobility as
well as personal mobility (France Telecom, 2002).
In the event of service difficulty during mobility,
users should receive user friendly notification with
choices of actions to restore the service without the
need to contact support staff.

Another related implication isthatauser, who is
changing access networks during a session, should
be able to continue to access the same service
without repeated authentication. For example, a
mobile user should be continuously attached to a
network when there is a handover from a UMTS
network to a wireless LAN (WLAN).

Network Operator Requirements

In the NG wireless networks, network operator
will be responsible for maintaining and manag-
ing network infrastructure. In the 1TU’s general
reference model for NG networks (ITU-T, 2004),
network operator will be responsible for taking
care of management plane, control plane, and user
plane in the transport layer.

Interface to Other Network Operators

Because of the mobility of users, it is difficult for a
single network operator to cover a vast geographi-
cal area. Thus national and global roaming among
multiple network operatorsisneeded in NG wireless
networks. In order to supportroaming between NG
wireless networks, identities of users and networks
need to be authenticated before access to resources
is granted through a visited network. It may be cost
effective for a roaming user to access services in
the visited network than in the home network. A
network operator should give choices to roaming
users on the selection of services.
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Interface to Trusted Third Party

It is possible that all of the IdM is performed by
a third party that is different from the network
operator or service provider. This third party will
issue, authenticate, and control NG wireless net-
works user identities. A secure interface has to be
provided between the NG wireless networks and
the trusted third party.

Identity Requirements

The NG wireless networks operator should be able
to maintain a unique identity for each user, termi-
nal, network element, location area, and so forth,
regardless of service and technologies used.

If the user is using faulty or dubious terminal
equipment, it should be possible to bar services
to the user.

The digital identity stored in a network should
cater to various types of user identity information
and data structures.

As in enterprise networks, proper implementa-
tion of account lifecycle management is required,
that is, administrators should be able to manage
the state of a user account for the complete span
of that account. Even if an account is deleted or
disabled, an audit history of the account should
be maintained.

Ifnecessary, the network operator should be able
to remove self-service privilege of some users.

The IdM system should support open standards
inorderto interact with multi-vendor terminals and
network elements. It should be compatible with ex-
isting legacy systemsand be able to adapt to emerg-
ing technologies, methods, and procedures.

Scalability and Performance

The IdM system should be able to store, retrieve,
and exchange billions of identity information in
a highly seamless, scalable, quick, and efficient
manner to facilitate multiple real-time service
requests from users.

It should achieve a high level of availability
by incorporating fault-tolerant redundant system
implementation. Furthermore, itshould implement
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Figure 4. Network operator’s position in the NG
wireless networks
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geographically distributed IdM servers in order to
increase performance efficiency by load sharing and
providing high availability. It should also maintain
integrity and consistency of identity data across
distributed identity information stores.

Mobility Management

NG wireless networks should be able to cater to
the mobility requirements of users. This could in-
clude personal and/or terminal mobility, roaming,
or nomadism. Mobility management may require
a combination of identification, authentication,
access control, location management, IP address
allocation and management, user environment
management, and user profile management func-
tions. The network should cater for both foreign
network IP address and home network IP address
allocation scheme.

Security

Security requirements for NG wireless network
operators should cover privacy, confidentiality,
integrity, authenticity, non-repudiation, availabil-
ity, intrusion detection, and maintenance of audit
records as described later on.

Users and terminals should be reliably authen-
ticated by the network operator using a nominated
setof authentication credentials such as passwords,
smartcards, biometrics, and other industry standard
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methods. All the identity data should be kept in a
very secure and scalable manner. Unauthorised
access to identity data should be prevented.

Intrusion detection is required to detect and
preventsecurity breaches with the network operator.
This can also be done to minimise the fraudulent
use of resources in a network.

Network administrators should be granted dif-
ferent levels of access according to their authority
within the organisation. For accountability and se-
curity reasons, consistentand reliable audit records
of administrative activities must be kept.

In order to apply user and data security such
as confidentiality, integrity, and authenticity, the
IdM system should securely store and exchange
relevant encryption keys.

Billing

Up-to-date, accurate, and detailed billing informa-
tion should be maintained by the network operator.
Whenthere ismore than one source sending billing
data, the network operator has to consolidate this
information from various sources.

Furthermore, when a subscriber is roaming
in a foreign network, charging records from that
foreign network has to be authenticated to prevent
fraudulent usage of services.

The network operator should be able to sup-
port a number of charging mechanisms such as
charging based on usage, access networks, time,
geographical area, and so forth. All of these dif-
ferent charging mechanisms should be compatible
with the 1dM system.

Service Provider Requirements

A user may require services from a number of ser-
vice providers. In this scenario, the home operator
and the service provider(s) should support secure
access and exchange of user identity and billing
information.

The identity of each user should be uniquely
and reliably identified by a service provider. The
service providers may have to rely on third party
IdM providers where the user has already estab-
lished an account.

The IdM and related systems should support
open standards with choices of number of technolo-
gies in order to interoperate with other entities.

Interface to Other Service Providers

Users may subscribe to the services offered by dif-
ferent service providers. Thus, the interoperability
amongservice providersisimportant. User identity
information may be exchanged between a group of
service providers in order to improve “transparent
user experience.” This also requires trust to be
established between these service providers.

Interface to Network Operator

A well-defined, open interface needs to be provided
to the network operator at the service provider
end. This would give service provider the neces-
sary authentication, authorization and accounting
(AAA) to access network resources offered by
network operator.

Interface to Trusted Third Party

An interface to trusted third party would give
service provider an opportunity to use external
AAA services. By doing so, the complexity of
implementation of services would be reduced. The
authentication of users can be centralised.

Mobility Management

Someservicesrequire informationaboutthe current
location and connectivity of subscribers. These are
referredtoaslocation-dependentor location-aware
services. To provide such services to end users, a
service provider must be able to access mobility-
management-related information maintained by
network operators. Subscribers have to consent
to the release of this sensitive private information
to service providers. Furthermore, when there are
updatesto location or mobility managementdatain
the network operator, the update have to be passed
to the subscriber.
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Security

As one of the main holders of identity data about
subscribers, service provider would have to exercise
extra vigilance in ensuring that the data that they
store is kept secure.

Additionally, in order to ensure a high degree
of mobility and choice to the end user, this identity
information must be able to be easily and securely
transferred between different service providers
depending on the end user’s current choice.

Billing

A number of requirements pertaining to billing for
network operators are equally applicable to service
providers. Billing records of the user should be
dynamically generated according to the usage.

Regulatory Requirements

Itis expected that the NG wireless networks should
support open standards and choices among a num-
ber of technologies to promote competition and
flexibility. Thus, any IdM solution that favours a
particular standard or technology can be deemed
anti-competitive.

Privacy is an important issue that has to be
addressed directly by IdM products and solutions.
There are increasing concerns about the fact that

Figure 5. Service providers position in the NG
wireless networks
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enterprises, e-commerce sites, governments, and
third parties canaccessand correlate people’siden-
tity information, sell this information, or misuse it.
Current laws and legislation only partially address
this problem. Despite the factthat many efforts have
been made at the legislation level, there are still a
lot of problems that have to be addressed. Further-
more, privacy laws can differ quite substantially
depending on national and geographical aspects.
All of the regulatory requirements pertaining to
privacy and confidentiality of subscribers’ personal
information should be built into the 1dM solution
in NG wireless networks.

Identity subjects have little control over the
managementof their identity information. Itisvery
hard (if not impossible) for the subjects of identity
information to define their own privacy policies (or
delegate thistask to trusted third parties), check for
their enforcement, track in real-time the dissemi-
nation and usage of their personal information be
alerted when there are attempts to use or misuse
it, and so forth. Because of emerging data protec-
tion laws, new legislation and the need of service
providerstosimplify the overall management, there
is a tendency towards the delegation to users of the
authoring of their identity profiles.

Legal Requirements

Privacy and confidentiality of subscribers’ personal
information and prevention of unauthorised ac-
cess should be maintained at all times by network
operators and service providers and any third
party organisations involved in the NG wireless
networks space.

If information has to be shared, subscribers
should have a choice of the types of subscriber
information that can be shared with various third
parties. Reliable audit records of administrative
and user activity should be kept, which could be
retrieved and submitted to courts and other entities
to meet legal requirements.

Legal interception of subscriber data should be
possible. One of the new requirements for telecom-
munication network operators is to collectand pass
on real-time transactions of target subscribers to
law enforcement authorities (Council of Europe,
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2001). Legal interception of subscriber data should
be possible whichever network or service a sub-
scriber is using.

REFERENCES

Buell,D. A., & Sandhu, R. (2003). Identity manage-
ment. IEEE Internet Computing, 7(6), 26-28.

Cisco Systems. (2005). Trust and identity manage-
ment solutions. Retrieved 2005, from http://www.
cisco.com/en/US/netsol/ns463/networking_solu-
tions_package.html

Clercq, J. D., & Rouault, J. (2004, June). An intro-
duction to identity management. Retrieved 2005,
from http://devresource.hp.com/drc/resources/id-
mgt_intro/index.jsp

Council of Europe. (2001). ETS No. 185—Conven-
tion on cybercrime. Article 21, European Treaty
Series (ETS). Retrieved 2005, from http://conven-
tions.coe.int/Treaty/en/Treaties/HtmI1/185.htm

Courion. (2005). Courion products over-
view: Enterprise provisioning. Retrieved 2005,
from http:/www.courion.com/products/benefits.
asp?Node=SuiteOverview Benefits

DIGITALIDWORLD. (2005). What is digital
identity? Retrieved July 2005, from http:/www.
digitalidworld.com/local.php?op=view&file=abo
utdid_detail

France Telecom. (2002). Inter-network mobility
requirements considerations in NGN environ-
ments. Study Group 13—Delayed Contribution
322, Telecommunication Standardization Sector
(WP 2/13) Retrieved 2004.

The Health Insurance Portability and Account-
ability Act (HIPAA). (2005). Glossary of HIPAA
terms. Retrieved 2005, from http:/hipaa.wustl.
edu/Glossary.htm

International Telecommunication Union-Telecom-
munication Standardization Sector (ITU-T). (2004).
NGN-related recommendations. Study Group 13
NGN-WD-87.

Locke, M., & McCarthy, M. (2002). Realising the
business benefits of identity management. FUJITSU
SERVICES.

Pato, J., & Rouault, J. (2003, August). Identity
management: The drive to federation. Retrieved
2006, from http://devresource.hp.com/drc/techni-
cal_white_papers/id_mgmt/index.jsp

Reed, A. (2002). The definitive guide to identity
management (e-Book). Retrieved from http://iwww.
rainbow.com/insights/ebooks.asp

Titterington, G. (2005, July). Identity management:
Time for action. Ovum’s Research Store.

KEY TERMS

Access Control: Access control is used to
determine what a user can or cannot do in a par-
ticular context.

Auditingand Reporting: Auditingand report-
ing involves the creation and keeping of records,
whether for businessreasons (e.g., customer transac-
tions), but also for providing a “trail” in the event
that the system is compromised or found faulty.

Authentication: Authentication is the process
by which an entity provides its identity to another
party, for example, by showing photo ID to a bank
teller or entering a password on a computer sys-
tem.

Authorization: Authorisation is the process of
granting access to a service or information based
on a user’s role in an organisation.

Context: Context can refer to the type of trans-
action or organisation that the entity is identifying
itself as well as the manner that the transaction is
made.

Digital Identity: Digital identity is the means
that an entity can use to identify themselves in
a digital world (i.e., data that can be transferred
digitally, over a network, file, etc.).

Identity: The identity of an individual is the set
of information known about that person.
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Network Operator: Network operator is de-
fined as a legal entity that operates, deploys, and
maintains network infrastructure.

Profile: A profile consists of data needed to
provide services to users once their identity has
been verified.
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User: A user refers to a person or entity with
authorised access.

User Terminal: The user terminal is the device
that is used by an end user to access the services
provided by the NG wireless networks.
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Chapter V
Wireless Wardriving

Luca Caviglione
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ABSTRACT

Wardriving is the practice of searching wireless networks while moving. Originally, it was explicitly
referred to as people searching for wireless signals by driving in vans, but nowadays it generally iden-
tifies people searching for wireless accesses while moving. Despite the legal aspects, this “quest for
connectivity”” spawned a quite productive underground community, which developed powerful tools,
relying on cheap and standard hardware. The knowledge of these tools and techniques has many useful
aspects. Firstly, when designing the security framework of a wireless LAN (WLAN), the knowledge of
the vulnerabilities exploited at the basis of wardriving is a mandatory step, both to avoid penetration
issues and to detect whether attacks are ongoing. Secondly, hardware and software developers can design
better devices by avoiding common mistakes and using an effective suite for conducting security tests.
Lastly, people who are interested in gaining a deeper understanding of wireless standards can conduct
experiments by simply downloading software running on cost effective hardware. With such preamble,
in this chapter we will analyze the theory, the techniques, and the tools commonly used for wardriving
IEEE 802.11-based wireless networks.

THE (ART OF) WARDRIVING

Owing to the absence of physicals barriers, the
wireless medium, and consequently wireless
(WLANS) are accessible in a seamless manner.
Thus, checking for the presence of some kind of
wireless connectivity isquite anatural instinct; itis
sufficient to enable the wireless interface and wait.
This action is a very basic form of wardriving, a
termoriginally coined by Shipley (2000) to refer to
the activity of “driving around, looking for wire-
less networks.” This activity rapidly evolved, and

nowadays it implies three basic steps: (1) finding
a WLAN, (2) defining precisely its geographical
coordinates by using GPS devices, and (3) publish-
ing the location in specialized Web sites to enrich
the wardriving community.

With the increasing diffusion of WLANS,
especially those based on the cost effective IEEE
802.11 technologies, searching for wireless signals
is a quite amusing and cheap activity. However,
the IEEE 802.11 family originally relied (and still
relies) on weak security mechanisms. In addition,
many users unconsciously operate their wireless
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networks without activating any confidentiality,
integrity, and availability (CIA) mechanisms:
opportunity makes the thief. Then, wardriving
becomesaless noble hobby, since many wardrivers
try also to gain access to the discovered networks;
many of them are only interested in cracking the
network, while a portion will steal someone else’s
bandwidth. In this perspective, another basic step
has been introduced: (4) trying to gain access to
the WLAN.

Itisalsointeresting thatwardrivingisbecoming
part of the urban culture. For instance, it spawned
a strange fashion called warchalking, that is, the
drawing of symbols in public places to advertise
wireless networks, as defined by Matt Jones (as
cited in Pollard, 2000).

Then, why is it important to know about wardriv-
ing?

Firstly, because you must become conscious
that an active WLAN can trigger “recreational
activities,” even if it is solely employed to share a
printer. Secondly, the coordinated effort of many
people highlighted several security flaws in the
IEEE 802.11 standards and produced effective tools
totest (well, actually, to compromise) the security of
access points (APs). Thirdly, while performing their
“raids,” wardriversdiscovered flaws in the devices;
consequently, this is a valuable knowledge that
could be usedtoavoid furthererrors. Lastly, trying
to be awardriver is an instructive activity that will
help to better understand WLANSs technologies,
develop your own auditing tools and procedures,
and prevent, or at least, recognize attacks.

HARDWARE AND SOFTWARE
REQUIREMENTS

In the basic form of searching for a WLAN, the
act of wardriving could be simply performed by
having a device equipped with an IEEE 802.11 air
interface. Then, one can use a standard laptop, a
wireless-capable console, or a handheld device.
However, the typical gear consists of a laptop
and a GPS device (even if not strictly necessary).

62

Wireless Wardriving

Nevertheless, many wardrivers do preferaPersonal
Computer Memory Card International Association
(PCMCIA) wireless card that is capable to connect
withan externalantennato sense awider area. With
this basic setup you should be able to enable the
wireless interface and start scanning the air. But,
in order to conduct more sophisticated actions, a
deeper understanding of aspects related to hard-
ware and software should be gained. A detailed
breakdown follows.

Wireless Interfaces

Each model of wireless interface differs in some
way. Regardless of different power consumption,
better antennas, and so on, two major aspects
must be taken into account: the chipset and the
availability of ad hoc drivers. The chipset roughly
represents the soul of a wireless interface and it is
mostly responsible of its capability. For instance,
some chipsets do not allow assembling ad hoc
frames, preventing from exploiting particular
attacks. The reasons are different: the chipset
could lack the logic to deal with raw packets or
its specification is not known, discouraging tool
developers to exploit such functionalities. At the
time of this writing, cards based on the Prism
chipset are the most studied and documented, re-
sulting inavariety of pre-made tools for preparing
packets.! Lastly, being the interfacesengineered for
providing connectivity and not such kind of tasks,
manufacturers often change the internal chipset,
even if maintaining the model or the brand name.
This is why not all wireless cards are the same,
and you should check their specifications carefully
if you plan to use them for wardriving.

Device Drivers and Scanning

Device drivers provide the basic bridge between
the user software and the hardware. Having a
flexible device driver is mandatory to reach the
soul of your interface. The best device drivers for
wardriving are available for the aforementioned
chipset, and for Unix systems. In addition, ow-
ing to its open source nature, Linux has the best
available drivers.
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The importance of drivers becomes evident
when you scan the air for a network. About the
totality of the bundled drivers does not allow to
perform the so called passive scan. Passive scan
implies that your interface operates in passive
mode, often called radio frequency monitoring
(rffmon) mode. While you operate in rfmon, you
can scan APs and remain undetectable, since your
card does not send any probe packets.

Conversely, when acting in active mode, which
is the standard configuration, as soon as you start
looking foran AP, you will be revealed. The ability of
switching from active to passive mode and vice versa
isprovided by thedrivers. Many driversdonotprovide
thisfunctionality, while othershave this functionality
hidden and must be reverse engineered.

For the most popular chipsets, alternative driv-
ers that allow the user to put the card in rfmon are
available. If you plan to do undercover works, you
should check the driver availability.

However, the active mode is faster than the
passive mode. While operating in passive mode,
the average time needed for scanning a channel
is about 50 ms. Obviously, multiple channels scan
requires n e 50 ms. Conversely, when performing
scanning operations in active mode, the needed
time is lower. In fact, the operations required are:
transmitting a probe request + waiting for a DCF
IFS interval + transmitting a probe response. The
overall time needed per channel is roughly equal
to 0.45 ms. Again, scanning n channels increases
the needed time accordingly (Ferro, 2005).

An Example of Driver Hacking

As said, the ability of enabling an air interface
in rfmon could be available in the driver, but not
documented. This is the case of the driver for the
AirPort Extreme wireless adapters bundled with
MacOS X. Thisexample is introduced for didacti-
cal purposes, stressing how a simple “hack” can
transformapartially closed platforminan excellent
wardriving configuration.

Inanutshell, OSX drivers are implemented via
kernel extensions (kexts) thatare similar to Linux’s
modules. Every kext is bundled with a kind of
configuration file called Info.plist. The Info.plist is
a XML file containing a dictionary that describes

the properties of the belonging kext. The “hack”
consists in a simple operation (i.e., changing a
string) but it took time to discover.

Firstly, the proper Info.plist must be located.
In a console type:

Mud:Luca$cd/System/Library/Extensions/AppleAirPort2.
kext/Contents/

Hence, you can see the content of the kext upon
simply typing:

Mud:Luca$ Is

Info.plist MacOS version.plist

Then, it is possible to modify the Info.plist
Mud:Luca$ vim Info.plist

The key responsible of enabling the rfmon fol-
lows, in boldface:

<key>IOKitPersonalities</key>
<dict>
<key>Broadcom PCl</key>
<dict>
<key>APMonitorMode</key>
<false/>

Switchingthedictionary entry <false/>to <true/>
enables the AirPort Extreme card in rfmon.

However, such a task could be performed pro-
grammatically.

Thisistheapproachtakenin KisMAC, whichis
popular among wardrivers. As an example, in the
following, the Objective-C code snippet checking
whether or not the wireless interface is rfmon is
depicted in Snippet 1.

Roughly, the steps presented in Snippet 1 allow
the user to: (1) obtain a handler to the proper Info.
plist file; (2) prepare a dictionary for parsing the
Info.plist; and (3) check if the <APMonitorMode>
key is <false/> Or <true/>.

The Operating System and Other
Matters

Needles to say, the operating system (OS) plays
a role. For instance, when processing data for
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Snippet 1. How to programmatically retrieve if an AirPort card is configured in rfmon

boolValue]) return YES;

FfileData = [NSData dataWithContentsOfFile:
@"'/Systen/Library/Extensions/AppleAirPort2.kext/Contents/Info.plist']; 1

dict = [NSPropertyListSerialization propertyListFromData:fileData
mutabi lityOption:kCFPropertyListimmutable format:NULL errorDescription

if ([[dict valueForKeyPath:@"10KitPersonalities.BroadcomPCIl .APMonitorMode ] 3

Nil]; 2

bruteforcing an encrypted flow, a good symmetric
multi process (SMP) support is a must (as well as
a good multi-threaded implementation).

In addition, many APs can reject data from un-
recognized MAC addresses: for this reason, having
an OS that allows the user to change the MAC ad-
dressofactive interfacesisimportant. Lastly, many
toolsonly runon *nix operating system. However,
the traffic collection phase could be decoupled by
the processing, hence allowing the user to collect
data on a machine and process it on another. As a
consequence, simple devices (e.g., with low com-
putational power) could be employed to collect
data and discover APs (e.g., PDAs and portable
gaming devices), while a standard PC could be
used for processing the collected traffic.

XOR Arithmetic and CRC32in a
Nutshell

In order to understand the security mechanisms,
and possible attacks, a little remark about eXclu-
sive OR (XOR) arithmetic and the properties of
CRC,, functions, employed for data checking, are
presented. Basically, the XOR operator respects
the properties presented in Table 1.

Table 1. Basic XOR arithmetic (& represents the
XOR operator)

Operation Result
0®0 0
1®0 1
11 0

(A®B)®A B

(A®B)®B A
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Concerning the CRC,,, itis employed to check
data and to assure integrity. It has not the crypto-
graphic strength of other hashing algorithms, such
as the MD5 and the SHA1 (Schneier, 1996). The
CRC,, employed in the wired equivalent privacy
(WEP) algorithm has two major properties, as
presented in Table 2.

ABOUT THE SECURITY OF IEEE
802.11

The IEEE 802.11 security framework has changed
during the years: from the flawed WEP, to the
wireless protected access (WPA) introduced by
the Wi-Fi alliance in late 2002. However, since
mid-2004, the IEEE 802.11i Working Group (WG)
introduced a framework based on the 802.1X and
the extensible authentication protocol (EAP), to
bring the wireless security to the next level; such
effort is known as WPA2.

Even if highly criticized, the security mecha-
nisms proposed by different WGs have developed
having in mind different operative contexts. For
instance, the WEP (as the name suggests) has
been developed to prevent simple connection at-
tempts, while WPA has been developed to offer
an adequate resistance to well-planned attacks.
Currently, an average wardriver can: surely con-
nect to an unprotected AP, spend 10 minutes to 1
hourto break the WEP, and crack a WPA-protected
AP in some of its weak variants and well-suited
circumstances. In order to understand the common
technique employed by wardrivers, the commonly
adopted security countermeasure will be briefly
explained.
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Table 2. Properties of the CRC,, function employed in the WEP

Property

Application

Linearity

CRC,,(A® B) = CRC,,(A) ® CRC,(B)

Independence of WEP Key

It is possible to flip bits without being recognized by the WEP

No Encryption

Many wireless networks operate without any
encryption, and “security” is delegated to other
mechanisms. It must be underlined that the lack of
encryptionallows everyoneto listento the channel
and analyze the traffic (thatflows in clear formifno
security mechanismsat higher layers are adopted).
Hence, for these users, “security” is solely a syn-
onym of “preventing” the unauthorized usage. The
most adopted methods are: MAC address filtering
and hiding the service set identifier (SSID). They
will be briefly explained, highlighting why they
cannot be perceived as secure countermeasures.

MAC Address Filtering

MAC address filtering is a basic technique imple-
mented in about the totality of the commercially
available APs. Basically, before authorizing an
association, the AP checks the allowed MAC
addresses in a white list. The rationale under the
approach relies on the uniqueness of the MAC
address. As a matter of fact, this technique only
discourages the occasional wardriver, butitis quite
useless. In addition, it could be used jointly with
WEP or WPA, in order to have another barrier if an
attacker cracks the encryption mechanism. How-
ever, frame headers are never encrypted; hence,
it is a simple task to retrieve some valid MAC
addresses (e.g., by simply monitoring a channel).
Then, there are a variety of tools for changing the
MAC address of a wireless interface, performing
the so-called MAC-spoofing.

Hiding the SSID

In order to advertise a network, it is possible to
broadcast a special identifier called SSID. The

standard allows the user to embed the SSID within
beacons sent by APs or wireless routers. In order
to “join” a WLAN, you must know its SSID. As a
consequence, many users/administrators disable
the SSID broadcasting, to prevent unauthorized
accesses. However, this measure only prevents
a minority of attempts. In fact, there are several
tools and techniques that allow a user to uncloak
a hidden SSID. A thorough discussion about such
tools will be presented in the following sections,
but we outline the basic procedures here. Specifi-
cally, itis possible to: (1) recover information about
SSID contained in frames sent by other stations in
the network; for instance, the SSID is contained in
association request packets; and (2) if such frames
are not available, it is possible to spoof the IEEE
802.11 de-authentication frames of target clients.
This causes a client to start a new authentication
and association round with the AP, providing the
needed frames.

WEP Encryption

The scientific literature, as well as daily practice,
commonly suggest that the WEP is a highly inse-
cure encryption mechanism. No matter about the
skill of the wardriver, or the quality of the imple-
mentation in the AP: a WEP-secured network can
be cracked in a period varying from 5 minutes to 1
hour. Moreover, many tools implement automated
procedures; thus, cracking the WEP is as simple
as pressing a keyboard shortcut.

Understanding the Effective Strength of
the WEP

Often, marketing collides with engineering: this

is the case of the WEP. In order to understand the
effective strength of the WEP, as well as its weak
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Figure 1. The message in clear form to be encrypted with WEP

Message M CSum = CRCz2(M)
S— —
—
M’
Figure 2. The seed used to encrypt packets with WEP
1V (24 bit) WEP Key (40 or 104 bit)
S— _

points, let us summarize its basic functionalities.
The WEP performsthe encryption per packet; leta
given packet M represent a message in clear form
to be sent. Hence, the following steps happen:

A 32-bit cyclic redundancy check (CRC) algo-
rithm is applied to M in order to produce a check-
sum. Then: CSum = CRC,,(M). Basically,a CRC
isintroduced to assure message integrity. However,
the use of CRC-like codes in this kind of environ-
ment has been proven to be very dangerous.

Let us define as M’ the message actually pro-
cessed by the WEP algorithm, hence to be really sent
over the channel. M’ is depicted in Figure 1.

Then M’ is encrypted by using the RC4 al-
gorithm, that relies on a stream cipher approach.
Thus, the actual Seed used by the WEP is the
combination of a 24-bit initialization vector (IV)
and the WEP key, as depicted in Figure 2.

Referring to Figure 2, two different WEP keys
are available: 40-bit long keys adopted in the
standard implementation, or 104-bit long keys
adopted in the extended implementation, which
has been introduced to prevent brute force at-
tacks. Here comes the marketing: a “64 bit WEP
secured network’ actually relies only on 40-bit
long keys, since 24-bits represent the 1Vs. For the
same reason, a ““128-bit WEP secured network”
only relies on 104-bit keys.

66

Seed

Splitting the Seed in two sub parts (the 1V
and the WEP key) is one of the major flaws of the
procedure. However, the reason is rooted both in
the nature of the RC4 and wireless channels. The
RC4 has been used in the WEP since it is widely
adopted and well studied. But its application over
wireless channels poses some drawbacks. In fact,
wireless channels frequently drop packets, thus
maintainingaproper synchronizationinthe stream
to allow the decryption operationsisachallenging
task. Consequently, to overcome the possibility of
packet loss and streamde-syncing, each encrypted
packet is sent along with the 1V that generates its
keystream. This represents another weakness in
the algorithm, since itallows awardriver (attacker)
to seamlessly collect IVs.

Concluding, the ciphered text C is provided

by:
C=M"@®RC4,

where, @ represents the XOR operator,and RC4, |
is the keystream generated by the RC4 algorithm
by feeding it with Seed. Figure 3 depicts a WEP-
encrypted packet that could be collected and ex-
ploited by a wardriver. Needles to say, 1\Vs convey
precious information, and in the following, we
show how standard tools can exploit this.
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Figure 3. A WEP encrypted frame. Notice that the IV is sent as cleartext.
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WPA Encryption

Aspreviously explained, WPA encryptionschemes
have beenintroduced to overcome the drawbacksin
the WEP. The WPA exists in two different flavors:
802.1x jointly used with the temporal key integrity
protocol (TKIP) that is intended for enterprises,
and the less secure pre-shared key (PSK), possibly
jointly used with the aforementioned TKIP. The
802.1x + TKIP is a quite secure protocol, and dif-
ficult to crack by wardrivers, but the PSK version
still has some flaws. The WPA has been proved
to be quite secure; thus, we will omit its details
in this chapter.

Some Considerations about Layer 1
Security

All the aforementioned encryption mechanisms
have been introduced to cope with the simplicity
of sensing a WLAN, and consequently, to collect
data. Then, it is hard to implement OSI-L1 secu-
rity mechanisms, as it can be possible in wired
networks. However, a basic countermeasure could
be exploited: adjusting the wireless power. Con-
versely, wardrivers can adopt high gain antennas
to intercept distant APs. Those concepts will be
further discussed.

Wireless Power

Many APsallow changing the power employed for
transmitting data. However, many users keep the
default values or use more power than required.
Despite the waste of energy, this raises also some
security risks. For instance, if there is the need of
covering a conference room, it is harmful to ir-

radiate more than required power, resulting in the
chance of detecting (and using) the WLAN also
fromthe outdoor. Thisisatthe basis of wardriving.
Infact, wardrivers will seldom enter private areas;
rather, they will station in streetsand public places,
capitalizing the unsolicited wireless coverage.
Then, as a rule of thumb for protection, it could
be useful to irradiate only the required power: no
more, no less.

Antenna Gain

As said, wardrivers often utilize high gain anten-
nas to reach distant networks. Thus, reducing
the transmission power of the APs might not be
enough.

Commonly, there are several techniques to
replace the standard antenna available at the net-
work interface, but they are out of the scope of this
work. The simplest technique is to use an external
PCMCIAwireless card equipped with a connector
foran external antenna. One of the most interesting
accessories is the pigtail. The pigtail is a converter
allowing the user to connect high gain antennas
with a wireless card, even if the terminal connec-
tors are different (e.g., wireless cards often have
MC-Card, MMCX or RP-MMCX connectors).

WEP ATTACKS

As discussed in the Understanding the effective
strength of the WEP section, WEP offers different
alternativesto be attacked and cracked. Inthis sec-
tion, we will introduce the most popular attacks,
and then we will present some practical examples.
Besides, attacks could be roughly grouped in two
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categories: passive and active. A passive attack
solely relies on the traffic collected, while an active
attack consists also in injecting some additional
traffic in the network. For instance, active attacks
are employed to stimulate the traffic to collect if
there are not any clients connected to an AP at a
giventime. The latter techniques will be presented
when needed, then in the Example section.

Bruteforce Attacks

Every security algorithm is exposed to bruteforce
attacks. The key point is if a bruteforce attack is
feasible. As said, WEP exists in two variants.
Concerning the 40 bit standard implementation,
a bruteforce attack could be feasible. Probably, an
occasional attacker will have a machine allowing
to check 10,000 to 15,000 keys/second; hence, it
is not sure that he/she will complete the attack (on
an average laptop, 200 days are required). But an
organization or a professional attacker can try
to successfully bruteforce the WEP in the 40-bit
variant. Nevertheless, nowadays there are several
software libraries for parallelizing computations,
as well as software tools for building clusters (e.g.,
Beowulfor Mosix for the Linux platformand XGrid
for MacOS X). Owing to the availability of the
source code of bruteforcing tools, porting them
on such frameworks could be possible. Actually,
bruteforce is never employed, since it is possible
to successfully crack the WEP in simpler and
quicker ways.

Conversely, the 104-bitlong key available inthe
WEP extended implementation is immune against
bruteforce attacks (with a standard gear, about 10*°
years are needed).

The Tim Newsham'’s 21-Bit Attack

Tim Newsham isawell-known security expertand
consultant. Among wardrivers he is very popular
for inventing the 21-bit attack (Newsham, 2003),
allowing to bruteforce some WEP implementa-
tions in minutes.

Basically, Newsham noticed that several ven-
dorsgenerate WEP keysfromtext, inorder to make
easy-to-use products and cover a wider market
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range. Usually, the user must insert a pass phrase,
something like: “Ken sent me” and the wizard will
automatically generate a WEP key. However, many
generators appear to be flawed. He discovered that
two steps in the generation process reduce the
“strength” of the key; specifically:

1.  The ASCII mapping reduces the entropy:
usually ASCII strings are mapped to 32 bit
value and the XOR operation guarantees
four zero bits. In addition, the highest order
bit of each character is equal to zero. Then,
only seeds from 00:00:00:00 e 7f.7f:7f.7f can
occur.

2. Theuse of Pseudo Random Number Genera-
tion (PNRG) reduces the entropy: for each
32bit output, only a portion of the available
binarywordisconsidered (e.g., bits 16 through
23). Besides, the generator has the properties
of generating bits with different degrees of
“randomness.” For instance, a bit in position
k has a cycle length of 2. Then, Newsham
noticed that the produced bytes have a cycle
length of 2%, thus reflecting in seeds ranging
from 00:00:00:00 and ff:ff:ff:ff.

In order to discover the key, it is sufficient to
consider seeds ranging from 00:00:00:00 through
00:7f:7f:7f with zero highest order bits, hence
reducing the space and only analyzing 22* words.
As a consequence, it is possible to bruteforce such
flawed implementations in minutes. The most
popular implementation of Newsham’s 21-bit at-
tack is available in the KisMAC tool. According
to KisMAC documentation, Linksys and D-link
devices appear, at the moment, the most vulner-
able to this attack.

Weak Vs

This attack relies on how the RC4 is used to pro-
duce a WEP-encrypted stream. Basically, some
I'Vs can reveal some information about the secret
key embedded in the first byte of the keystream.
Then it is enough to collect a sufficient number of
weak [Vs and, if the first byte of the keystream is
known, it is possible to retrieve the key.
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Regarding the collection of the first byte of
the keystream, the IEEE 802 standard gives some
useful hints. In fact, IEEE 802.11 frames always
begin with the SNAP field, which most of the time
1s set to OxA A. Then it is sufficient to collect weak
I\Vs that come in the form of:

(Y43, 256, X)

where Y is the portion of the key under attack,
the second value is 256, since RC4 works on a
modulo-256 arithmetic, and X can be any value.
Fluhrer, Martin, and Shamir (FMS) have devel-
oped an efficient attack available in different tools.
However, the core of the attack is out of the scope
of this chapter.

As a concluding remark, new devices tend to
avoid weak Vs’ generation. In fact, hardware de-
velopers better engineer their devices, increasing
attention to the 1'VVs” generation mechanism.

Keystream Reuse

Suppose to be in the following scenario: two dif-
ferent cleartext messages, M, and M’, must be
transferred over the channel. Let us assume that
both messages share the same keystream. Then:

C,=M, ®RC4,  (Seed)
C,=M, ® RC4,_ (Seed)
C, and C, are the two WEP encrypted mes-
sages, and Seed is the one employed for the RC4,
as depicted in Figure 2 of the Understanding the
effective strength of the WEP section. Then, it is
possible to perform the following operation:

C,®C,= (M, ® RC4, (Seed)) ®
(M, ®RC4, (Seed) =M, @M, (1)

Asaconsequence, knowingM’, (or M’,), allows
to recover M', (or M')). One might argue that the
knowledge of a message M, is a tight hypothesis.
However, being messages packets generated by
some well-known protocol, it is possible to craft
packets and send them via the Internet to a target
host on the WLAN. Hence, the AP will encrypt
the data for the attacker.

This kind of attack relies on relation (1). How-
ever, the operations in (1) are possible since both
messages have been encrypted with the same Seed.
To overcome this, I'Vs have been introduced, being
them the only portion of the Seed that varies. Alas,
Vs are only 24-bit long, hence it is likely that the
same Seed will be sent over the network again.

The Oracle

In order to recover a relevant amount of known
plaintext, the AP could be used as an Oracle, a
device that unconsciously encrypts well-crafted
packets for the attacker.

Figure 4 depictsthe basic operations performed
to conduct the attack. This attack is nowadays un-
likely, since as explained, there are several faster
and simpler ways to crack the WEP. Basically, the
attacker exploits an active connection targeting
the victim. Then he/she sends (e.g., via General
Packet Radio Service [GPRS], or Universal Mobile
Telecommunications System [UMTS], or similar)
known packets that will be encrypted by the AP
before transmission over the WLAN.

Itbecomes clear that this attack exploits the fact
that an AP could be used to connect a network to
the Internet without any further protection mecha-
nism (e.g., a firewall or a virtual private network
[VPN] support). For completeness, in early days
when GPRS was expensive, usually the attack was
performed by cooperating with another wardriver,
usually athome, withanactive Internet connection
remotely injecting packets to the AP.

Decryption Dictionary

This kind of technique is no longer employed, and
there are not any proofs that it has ever been ex-
ploited in its basic form. However, it is interesting
that this attack allows (at least theoretically) the
user to decrypt all the traffic without knowing the
WEP key. Basically, it is sufficient to build a table
of the intercepted keystreams. Then, it is possible
to compile a table of all the possible values (and
also skip the RC4 phase). The drawback, prevent-
ing its proficient exploitation, is the space required
for this kind of attack. In fact, the encrypted
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Figure 4. Scenario when an oracle attack is performed
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stream is 1,500 bytes long at maximum, owing to
the maximum MTU available, and the adoption
of a 24-bit 1V produces 16,777,216 (2) possible
streams. Hence, the required space is 16,777,216
e 1500 = 23.4 Gbytes.

With the advent of PCMCIA cards, and their
poor implementation of the policies to generate Vs,
the adoption of a dictionary-based attack became
feasible. Infact, many PCMCIAwireless cards reset
the 1V to 0 each time they are re-initialized. Re-
initialization happens each time they are activated
(e.g., typically once a day in many circumstances).
Then it is sufficient to build a dictionary only for
the very first values of I'Vs, in order to decrypt
most of the flowing traffic.

Examples

In this section, we will present briefly some pos-
sible attacks against a WEP-secured network.
Firstly, we will show how to attack a network by
using KisMAC, a tool running on MacOSX with
asimple GUI. Then we will show how to use stan-
dard terminal-based tools commonly available for
different Unix flavors. As a remark, we will not
spend too much time on explaining bruteforce or
dictionary attacks. In fact, WEP could be cracked
in a more elegant way; conversely, owing to its
better security, we will explain bruteforcing and
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dictionary attacks in the section devoted to WPA.
Such concepts could be straightforwardly extended
also to WEP.

WEP Attack via KisMAC

Letusshowanattack performedtoaWEP-secured
network. Firstly, we show how to crack a network
with KisMAC. This gives an idea of how simple it
might be. After launching KisMAC, one can start
the scanning. If supported, one can select whether
or not to adopt passive or active scanning. Figure
5 depicts the result of a scan.

Then, if there is the need of cracking the WEP,
different actions could be performed. Firstly, one
can try the Newsham’s 21-bit attack, or try to
bruteforce the WEP, but owing to the “informa-
tion” conveyed by the 1Vs, quicker solutions could
be adopted.

Two things may happen: (1) the network is
experiencing a huge amount of traffic, hence pro-
ducing a huge amount of IVs. In this perspective,
an attacker must only wait to collect a sufficient
number of 1Vs to perform a suitable attack; or (2)
the network is under a low load, hence the time
needed to collect a sufficient amount of IVs is
non-negligible. Then, it is possible to stimulate
traffic by using the de-authentication attack or
injecting well-crafted packets; Figure 6 depicts
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Figure 5. Scan result provided by the KisMAC tool
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Figure 6. How to stimulate traffic in a WEP-secured network
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possible attacks to stimulate traffic, while Figure
7 depicts the “fake” stations that populate the at-
tacked wireless network.

WEP Attack via Terminal-Based Tools

Firstly, let us start searching a network. For do-
ing this, let us use airodump. Airodump allows to
collect traffic from a wireless interface. It could
be possible that you have airodump-ng instead,
since it represents the evolution of the aircrack
wireless suite. We will refer to the classical tool,
since it could be possible that you already have it,
especially if your configuration is not up-to-date;
however, the concepts, as well as its usage, are
the same.

Supposing the tool properly installed, it is suf-
ficient to type in a terminal:

Mud:Luca$ ./airodump cardName theTrafficFile 0 log-
gingMode

Here, ./airodump launches the tool, cardName
is the name of the card used to monitor the air,
theTrafficFile is the output file collecting data. The
parameter o specifies that we want to hop chan-
nels, while loggingMode allows to switch between
logging all traffic or only I'Vs.

If we have collected enough 1Vs, we can try to
crack the WEP by using aircrack. Some couple of
remarks: (1) the traffic collection and the crack-
ing phases are decoupled. Then you can perform
an attack off-line (not hidden in a parking lot);
(2) it is possible to collect data with well-known
sniffers, such as Wireshark (formerly known as
Ethereal). For instance, under Linux it is possible
to use airmon-ng to configure the wireless card,
then using Wireshark to collect traffic. By using
ivstool from the aircrack-ng suite you can convert
I'Vs from .pcap format to aircrack one.

Then, you can crack a network by typing:

Mud:Luca$ ./aircrack -b MAC theTrafficFile
Here, -b MAC specifies the MAC address (or

the BSSID) of the target network. In fact, your
dump could have collected traffic from different
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networks. The needed number of I'Vs varies: if your
traffic dump is blessed, collecting 100,000 I'Vs
suffices. Usually, the needed number of [ Vs ranges
from 250,000t0500,000. However, some advanced
APs have algorithms that avoid the generation of
weak 1Vs, hence reflecting in a huge number of
needed 1Vs (in the order of several millions).

If there is not enough traffic on the network,
collecting 1Vs could be a tedious (or at least time
consuming) task. Moreover, if a sophisticated AP
isemployed, collecting 5,000,000 [ Vs with atraffic
of few packets per second could be impossible.

Then, it is possible to stimulate traffic on the
WLAN, inorder to increase the number of packets
sent, hence speeding up the collection of 1Vs.

For instance, by using the aircrack suite, it is
possible to exploit the so-called address resolu-
tion protocol (ARP) replay.?2 Roughly, ARP relies
on broadcasting a request (an ARP Request) for
an IP address, in order to discover the matching
between L2 and L3 addressing. The device that
recognizes its IP address sends back a query di-
rectly to the original requestor. Alas, WEP does
notassure protectionagainst replay attacks. Soyou
can inject well-crafted ARP packets and generate
answers containing valid 1Vs. Needles to say, the
more aggressive your ARP generation strategy is,
the more packets you will collect (thus, reducing
the time needed to collect a certain x amount of
valid 1V5s).

To perform an ARP replay attack you can use
the tool as follows (notice, that you must have also
a sniffer running in order to capture replies).

Mud: Luca$ ./aireplay-ng --arpreplay -b MACAP -h TMAC
Interface

Jaireplay-ng launches the tool, the flag --arpreplay
specifies to perform the ARP replay attack, -b
MACAP specifies the MAC address of the AP and
-h TMAC specifies the MAC of the target (victim)
host. Lastly, Interface tells the program which
wireless interface must be used.

If everything is correct, the attack starts gen-
erating more traffic.
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WPA-PSK ATTACKS

WPA exists in different flavors: for enterprises and
for home security. It offers many improvements
compared tothe WEP. Firstly, I\Vsarestill adopted,
but Vs are 48-bit long, preventing from I'Vs reuse
or IVs collision. Secondly, 1Vs are checked before
using them to encrypt packets.

The solutionthat WPA proposes for Enterprises
is barely adequate to discourage any wardriving
activities. But the version for home security could
be compromised. As aremark, the WPA suite does
not offer the ultimate toolkit for security.

Assaid, aconsumer version of the WPA exists,
and it is called WPA-PSK. Roughly, WPA-PSK
performs similar steps like WEP, but it is more
robust. Needles to say, owing to its easy set-up and
cost effective implementation, itis often adopted as
the basis of corporate security infrastructure. The
main characteristic of the WPA-PSK that could be
exploited by wardrivers is the “PSK portion” of
the procedure. In the PSK, as the acronym sug-
gests, the secret key is pre-shared, hence known a
priori and stored in the equipment. However, the
WPA-PSK during normal operations has some
logic to change the codes and making break into
the system a harder work.

In order to stick with the topic of wardriving,
we will only explain the unique attack proven to
be effective for the WPA-PSK.

The Handshake Attack

Thebasicunderthisattack is rooted in how the PSK
is engineered. The PSK relies on a user-defined
password to initialize the TKIP. From the attacker
point of view, the TKIP is quite strong, owing its
“per packet” nature. Nevertheless, the wardriving
community has not yet found out how to crack
it. As a consequence, in order to gain access to a
WPA-PSK network, a direct attack to the TKIP
will not give any reasonable results.

However, there is a weak point in the chain:
the authentication. In fact, during the authentica-
tion, the requestor sends the PSK, to spawn the
TKIP procedure that will cover the rest of the
transmission.

The core of the exploit is based on the hand-
shake for the following reason. Prior to starting
a secure communication, the key must be sent
over an insecure channel. Needles to say, to avoid
sending the password in cleartext, thus resulting
in a huge security breach in the procedure, there
are several mechanisms (outside the scope of this
chapter) employed to transmit the passphrase over
the channel.

However, if acomplete handshake is collected,
itis possible to bruteforce the handshake procedure,
and to recover the password. This attack has two
main drawbacks (or advantages, depending on
the viewpoint):

1. Itis based on a bruteforce technique. If the
password is strong enough, it is quite impos-
sible to retrieve;

2. A complete handshake is needed. Without
such information, all the traffic collected
(even if several Gbytes) is needless.

To overcome the previous drawbacks, some
countermeasures are possible. Concerning 1), if in
presence of a good dictionary that it is not limited
to standard words, but also containing some well-
known consumers’ passwords, itis possible to bring
into a feasible zone a bruteforce attack for some
particular deployment (e.g., home network, where
users tend to use weak passwords). Regarding 2),
it is possible to force de-authentication of clients
to collect the needed handshake traffic. However,
at least one client must be present in the network
to perform this attack. Besides, as explained pre-
viously, a wireless interface with packet injection
capabilities is needed.

Example

In the Weak IVs section we showed some example
by using the KisMAC software. KisMAC has a
complete GUI, hence performing this attack solely
implies to select it from the menu, as shown in
Figure 8.

Notice thatthe Wordlist Attack againstthe WPA
key is available only if a complete handshake has
been collected.
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Figure 8. WPA-PSK bruteforce attack when employing KisMAC
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Instead of KisMAC, for pedagogical reasons,
let us use airodump. Supposing the tool properly
installed, it is sufficient to type in a terminal:

Mud:Luca$ ./airodump ath1 theTrafficFile 8

Jairodump launches the program (/ to refer to a
local path), ath1 specifies the interface where the
traffic must be collected, TrafficFile specifies the
file that will contain the traffic dump, and 8 is
the channel to monitor. However, it is possible to
force a de-authentication attack by specifying a
flag to airodump.

Until there, we have only collected the traffic
(and stimulated a complete handshake if needed).
Now, it is possible to perform the off-line attack.
Most of the tools can exchange data, so it is pos-
sible to collect data to airodump and perform the
cracking procedure to KisMAC, cowpatty, ...

Supposing we want to use aircrack we will use
the tool (from the command line) in a form like:

Mud:Luca$ ./aircrack —a 2 —b MAC —w /Dictionary

Jaircrack launches the tool, —a 2 specifies the attack,
MAC is the MAC address of the AP to attack, -w
specifies the pathtoadictionary. Forinstance, many
Unix systems have a minimal dictionary located
in /usr/share/dict; you can preliminary start with
this word collection. Notice that if the password
is a standard dictionary, you should change it im-
mediately, since it is very weak and predictable.

Lastly, another interesting tool (even if quite
slow) is cowpatty. In order to crack a WPA key
with cowpatty, you will use the tool like:
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against LEAP Key
against WPA Key

against 40-bit Apple Key
against 104-bit Apple Key
against 104-bit MD5 Key

Mud:Luca$ ./cowpatty —f Dictionary —r theTrafficFile —s
wpa

where ./cowpatty launches the software, —f speci-
fies the dictionary (a file called Dictionary in this
example), —r specifies where the traffic dump is
located (theTrafficFile here) and —s wpa tells the pro-
gram to crack against the WPA.

Concluding, ifaproper handshake is collected,
with the aforementioned tools itis possibleto crack
the WPA. As shown, the steps are not complex.
Then, itispossible to understand the importance of
the password, sinceitisthe only barrier preventing
your network to be cracked.

SOME THOUGHTS ABOUT THE
WARDRIVERS COMMUNITY

In the following subsections, some ideas on why
the wardriving community deserves attention are
presented. Besides, always remember that many
flaws of the WEP arose due to the fact that it has
been developed without any “open” review.

Monitor the Internet Community

The Internet community does not only produce
tools, but also important information regarding
concepts of security and wardriving. Three major
resources are suggested for periodic surveys:

1. Wardriving sites that publish the location of
a network (that could be precisely located,
as explained in Section | by using a GPS);
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a smart step could be to investigate sites
publishing WLANSs, in order to discover if
yours has been detected and cracked.

2. Check for (almost weekly) security bulletins
(e.g., BugTraq). Gears are composed not
only by hardware, but also software (e.g., the
firmware) that could have vulnerabilities. For
instance, one of the most famous was related
to an AP that upon receiving a broadcast
user datagram protocol (UDP) packet on
port 27155 containing the string “getsearch”
returned (in clear) the WEP keys, the MAC
filtering database and the admin password (a
big prize, indeed).

3. Periodically download and try the tools. It is
useful, funny, and gives anideaof the activity
of the underground community.

Avoid Default Configurations
(Always)

It is widely known that default configurations are
most of the time fine for normal users, but not
particularly tweaked for security. For instance,
in the Wireless power section we discussed some
possible risks arising when too much transmis-
sion power is employed. Besides, another threat
relies in default names for the SSID, which can
be employed to uncloak a hidden network, even if
without special tools. For instance, itis well known
thatmany Cisco AP use “tsunami” as default SSID,
and that Linksys uses “linksys.” Nevertheless, it is
possible to retrieve them by performing a simple
Web search (moreover it is possible to retrieve
SSID naming schemas for hotels, retailers, and
popular Internet cafes...). Lastly, a good sugges-
tion is to change also the default password of your
gear, since a malicious attacker (that normally is
not a wardriver, but a vandal) can try to alter the
AP configuration.

Browse the Source and Use the Tools

Owing to the availability of the tools, it is a better
ideato try to be a wardriver sometimes, in order to
test your own set-up, as well as the configuration
made by your users (e.g., students, colleagues, or

customer). Besides, studying the tools and collect-
ing the traces is mandatory to discover possible
attacks, for instance by recognizing unusual probes
or excessive de-association requests.

Do Not Rely on Weak Passwords

As explained in previous section, bruteforcing
a WLAN will be always possible. WEP makes
bruteforcing to be useless (owing to its flaws), but
WPA-PSK can be only exploited by using a dic-
tionary attack. Hence, the strength of your WLAN
depends on the password. Use a good policy to
create and distribute passwords and change them
often. Do not forget that hundreds of people col-
laborate to produce dictionaries with most popular
passwords, also the most disparate ones (and also
in leet variant — 133t v4rlaNt).

TOOLS

NetStumbler (www.netstumbler.com): NetStum-
bler is a program for the Windows™ operating
system allowing to detect WLANS. It is a quite
handy tool for locating WLANS but it has not all
the features and the flexibility of the Aircrack-ng
suite.

Kismet (www.kismetwireless.net): Kismetal-
lows monitoring and sniffing traffic overa WLAN.
In addition, it can also be adopted as an intrusion
detection system. Kismet is able to identify net-
works both in active and passive mode. Besides,
it also offers many other features, such as BSSID
uncloaking. Kismet supports many wireless cards
and many OSs, as well as many CPUs (e.g., x86,
ARM, PPC, and X-Scale); however, some features
are only available on the Linux-x86 version.

KisMAC (http:/KisMAC.de/): KisMAC is
the counterpart of Kismet, but it runs natively on
MacOSX and it is easy to use, owing to its simple
GUIL.

Aircrack-ng (http://www.aircrack-ng.org):
Aircrack-ng is a comprehensive suite of tools,
ranging from analyzers, sniffers, and cracking
tools. Sources and scripts are available, promoting
aircrack-ng as one of the best tools and a starting
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Table 3. Summary of wardriving threats and possible countermeasures

Attack Securit
- Skills Needed WLAN Affected Urity Countermeasures
Risk
Detected Anomaly
SSID uncloack None. Automatically done in ALL 1 None at this level.
several software
. Forecasted in the standard.
Active scan None._ Automatl,cal!y done by ALL 0 Check periodically MAC
interfaces’ drivers
addresses of traffic flows.
None, but proper software
Passive scan and a proper interface is ALL 2 Reduce the transmission power.
needed.
Avoid WEP. If WEP must be
in place (for legacy support)
change password often. Monitor
WEP crack Minimum If WEP Protected 10 traffic to detect peaks and
activate MAC filtering (at least).
Force users to adopt VPN and
disable DHCPs.
. MAC-based policies must be
Medium. Kernel patches g - .
MAC spoofing could be needed. ALL 8 adopted jointly Wlth encryption
techniques.
Tools for performing packet
Packet injection Medium. If WEP Protected 5 injection can also monitor the
WLAN like IDS.
The attacker could be “serious.”
De-authentication flood Medium For WPA 7 Change the WPA password to
avoid a dictionary attack.
When in presence of limited
.. . transmitting power, the attacker
Unsolicited traffic in Medium/High ALL 9 relies on high gain antennas,
indoor environments
thus could be a prepared
attacker.
It could be a “false positive”
Unrecognized High ALL 10 or the attacker could be able to
produce his/her own tools.

point for developing automated (e.g., cron-drived)
or tweaked wardriving tools.

SUMMARY TABLE ABOUT
WARDRIVING ATTACKS

Inthissection, we summarize many security threats
deriving from wardrivers’ activity, by offering a
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comprehensive table. In addition, we will also
introduce some “security risks” in order to better
calibrate the needed countermeasures. Security
risks have been quantified on arange varying from
0 (none) to 10 (severe). However, the more security
is employed in the WLAN, the better. But, being
wardriving tightly mixed with people habits and
urban culture, the exposures to risks may vary
according where the WLAN is placed. Table 3
contains the summary.
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CONCLUSION

In this chapter we introduced the concept of war-
driving, and practices related to cracking wireless
networks. As explained, cracking a WLAN is not
a complex task: then, for your security you should
rely on other techniques (e.g., RADIUS). In addi-
tion, by using examples, it is possible to produce
your own penetration tests, as well as exercises
to show some real world attack to students and
engineers.
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KEY TERMS

Active Mode: Active mode is an operative
mode where scanning is done via probe packets.
As a consequence, the scanner does not remain
undetected.

MAC Address Filtering: MAC address fil-
tering is a technique that allows/denies network
accesses only for a predefined MAC address.

MAC Spoofing: MAC spoofing is changing the
MAC of the L2 interface. Typically it is employed
to by-pass MAC address filtering.

Packet Injection: Packetinjectionisthe activity
of inserting apacket inanetwork for some purpose.
For instance, when attacking a WEP-protected
network, to stimulate the traffic production to gain
more data to be analyzed.

rfmon: rfmon is an operative mode of IEEE
802.11-based air interfaces, allowing to scan for
access points while remaining undetectable, since
the card does not send any probe packets.

Wardriving: Wardrivingistheactivity of “driv-
ing around, looking for wireless networks.”

Wired EquivalentPrivacy (WEP): WEP isan
encryption mechanism with many security flaws.
Recognized as a real security issue, it has been
replaced by wireless protected access (WPA).

ENDNOTES

! However, if raw frames are supported by the
internal chipset, you can always build your
own toolsand enabling drivers by investigat-
ing the data-sheets.

Many OSes or firmware clear the ARP cache
upon disconnection. Then, it could be useful
to use a more “aggressive” strategy, as sug-
gested in aircrack documentation.
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ABSTRACT

The broadcast nature of wireless networks and the mobility features created new kinds of intrusions and
anomalies taking profit of wireless vulnerabilities. Because of the radio links and the mobile equipment
features of wireless networks, wireless intrusions are more complex because they add to the intrusions
developed for wired networks, a large spectrum of complex attacks targeting wireless environment. These
intrusions include rogue or unauthorized access point (AP), AP MAC spoofing, and wireless denial of
service and require adding new techniques and mechanisms to those approaches detecting intrusions
targeting wired networks. To face this challenge, some researchers focused on extending the deployed
approaches for wired networks while others worked to develop techniques suitable for detecting wireless
intrusions. The efforts have mainly addressed: (1) the development of theories to allow reasoning about
detection, wireless cooperation, and response to incidents; and (2) the development of wireless intrusion
and anomaly detection systems that incorporate wireless detection, preventive mechanisms and tolerance
functions. This chapter aims at discussing the major theories, models, and mechanisms developed for
the protection of wireless networks/systems against threats, intrusions, and anomalous behaviors. The
objectives of this chapter are to: (1) discuss security problems in a wireless environment; (2) present
the current research activities, (3) study the important results already developed by researchers; and (4)
discuss the validation methods proposed for the protection of wireless networks against attacks.

INTRODUCTION

Wireless has opened a new and exciting area for
research. Its technology is advancing and chang-
ing every day. However, the biggest concern with
wireless has been security. For some period of
time, wireless hasseen very limited security onthe

wide open medium. Along with improved encryp-
tion schemes, a new solution helping the problem
resolutionisthewireless intrusion detection system
(WIDS). It is a network component aiming at pro-
tecting the network by detecting wireless attacks,
which target wireless networks having specific
features and characteristics. Wireless intrusions
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can belong to two categories of attacks. The first
category targets the fixed part of the wireless
network, such as MAC spoofing, IP spoofing, and
denial of service (DoS); and the second category
of these attacks targets the radio part of the wire-
less network, such as the access point (AP) rogue,
noise flooding, and wireless network sniffing. The
latter attacks are more complex because they are
hard to detect and to trace-back.

To detect such complex attacks, the WIDS
deploys approaches and techniques provided
by intrusion detection systems (IDS) protecting
wired networks. Among these approaches, one
can find the signature-based and anomaly based
approaches. The first approach consists in match-
ing user’s patterns with stored attack’s patterns (or
signatures). The second approach aims at detect-
ing any deviation of the “normal” behavior of the
network entities. The deployment of the afore-
mentioned approaches in a wireless environment
requires some modifications. The signature-based
approach in wireless networks may require the
use of a knowledge base containing the wireless
attack signatures while an anomaly based ap-
proach requires the definition of profiles specific to
wireless entities (mobile users and AP). Recently,
efforts have focused on wireless intrusion detec-
tion to increase the efficiency of WIDS. Based on
these efforts, models and architectures have been
discussed in several research works.

The objective of this chapter is to discuss the
major research developments in wireless intru-
sion detection techniques, models, and proposed
architectures. Mainly, the chapter will: (1) discuss
security problems in wireless environments;
(2) present current research activities; (3) study
important results already developed; and (4)
discuss validation methods proposed for WIDS.
The remaining part is organized as follows: The
next section discusses vulnerabilities, threats, and
attacks in wireless networks. The third section
presents wireless intrusion and anomaly detection
approaches. The fourth section introduces models
proposed for detecting wireless intrusions. The fifth
section presents WIDS architectures, proposed by
researches papers. The sixth section presents the
wireless distributed schemes for intrusion detec-

tion. The seventh section discusses mechanisms
of prevention and tolerance provided to enhance
the wireless intrusion detection. Finally, the last
section concludes the chapter.

VULNERABILITIES, THREATS, AND
ATTACKS IN WIRELESS NETWORKS

To present vulnerabilities, threats, and attacks
targeting wireless networks, we have to discuss
first the security requirements of wireless systems,
including those concerning security policy. This
section presents the concepts of wireless intrusion,
anomaly, and attack scenario in wireless networks,
in order to highlight intrusion and anomaly detec-
tion requirements. In particular, it discusses some
attacks and attack classification that make security
in wireless systems very special.

Security Requirements in Wireless
Environments

Securing acommunication channel should satisfy
at least the following set of requirements: integ-
rity, confidentiality, and availability. Moreover,
wireless communications require authentication
of the sender or/and the receiver and techniques
that guarantee non-repudiation. In the following,
we discuss technical security and security policy
requirements which help reducing vulnerabilities
and attack damages.

Because of their technical architecture, mobile
communicationsare targets foralarge set of threats
and attacks that occur in wired networks, such as
identity spoofing, authorization violations, data
loss, modified and falsified data units, and repu-
diation of communication processes. Additionally,
new security requirements and additional measures
for wireless networks have to be added to the se-
curity requirements of wired networks (Schéfer,
2003). Vulnerabilities, threats, and attacks, existing
in wireless networks represent a greater potential
risk for wireless networks. One among technical
requirements is the enforcement of security of
the wireless links, because of the ease of gaining
directphysical accesses. Moreover, new difficulties
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can arise in providing wireless security services.
For example, the authentication of a mobile de-
vice has to be verified by (or for) all AP (or base
station [BS]) under which the mobile changes its
localization. Because of the handover, respective
entities cannot be determined inadvance, so the key
management process is more complicated. Also,
the difference with wired networks, in terms of
confidentiality of mobile device location, reveals a
number of threats against mobile communications.
This appears because of the following conflict:
In one hand, each mobile should be reachable for
incoming communication requests while, on the
other hand, any network entity should be able to
get the current location of a mobile device in the
network (Schéfer, 2003).

Wireless Vulnerabilities and Threats

A vulnerability is a weakness (or fault) in the
communication medium or a protocol that al-
lows compromising the security of the network
component. Most of the existing vulnerabilities in
the wireless medium are caused by the medium.
Because transmissions are broadcast, they are
easily available to anyone who has the appropri-
ate equipment. Particular threats of the wireless
communication are device theft, malicious hacker,
malicious code, theft of service, and espionage
(Boncella, 2006). There are numerous of wire-
less vulnerabilities and threats that are studied in
the literature, for the purpose of detecting attacks
exploiting them. In the following, we distinguish
two categories of vulnerabilities and threats: those
existinginaLAN-like wireless networks (WLAN)
andthose existingin cellular-like wireless networks
(Hutchison, 2004).

WLAN Vulnerabilities and Threats

Thefollowing are typical vulnerabilities existingin
the main component of WLAN, which is the AP.

. Signal range of an authorized AP: This

vulnerability is about the possibility of the
extension of AP signal strength beyond a
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given perimeter. Consequently, the AP’s
placement and signal strength have to be
adapted to make sure that the transmitting
coverage is just enough to cover the correct
area.

. Physical security of an authorized AP:
Because most APs are mounted by default,
their placement is critical. An AP has to be
correctly placed in order to avoid accidental
damage, such as direct access to the physical
network cable. To protect physically the ac-
cesstothe AP, many solutions were proposed;
but all of them require a mandatory policy.

. Rogue AP: Thisvulnerability isasortof man-
in-the middle attack, where an attacker can
place an unauthorized (or rogue) AP on the
network and configure it to look legitimate to
gain access to wireless user’s sensitive data.
This canbe done because user’sdevices need
to be connected to the strongest available AP
signal.

e Theeasy installation and use of an AP: In
order to use the advantages of internal net-
works, employees can introduce an unauthor-
ized wireless network. The easy installation
and configuration of the AP make this feasible
for legitimate or illegitimate users.

. The AP configuration: If the AP is poorly
configured or unauthorized, then it can pro-
vide an open door to hackers. This is caused
by using a default configuration that anni-
hilates the security controls and encryption
mechanisms.

. Protocol weaknesses and capacity limits
on authorized AP’s: These limitations can
cause DoS from hackers using unauthorized
AP’s when they can flood authorized AP
with traffic forcing them to reboot or deny
accesses.

Some of the attacks, exploiting the aforemen-
tioned vulnerabilitiesare discussed in the following
section of this chapter.
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Cellular System Vulnerabilities and
Threats

This subsection presents cellular system vulner-
abilities and threats that are categorized as follows
(Nichols & Lekkas, 2002):

. Serviceinterruption: Theincreased capacity
provided by the high-speed technology has
resulted in fewer cable routes necessary to
meet capacity requirements. Consequently,
this has decreased the number of switches.
The lack of overall diversity in cabling and
switching has increased the vulnerability of
telecommunication infrastructures. Thiscan
cause DoS of an entire zone.

. Natural threats: Natural threats comprise
the category of repeated threats caused by
climatic, geological, or seismicevents. Severe
damage resulting from natural disaster can
cause long-term damage to the telecommu-
nication infrastructures.

. Handset vulnerabilities: Unlike computer
systems, handsets are limited regarding the
security features. Because wireless messages
travel through the air by passing conven-
tional wired network for transmission to the
receiver, messages may need to be changed
to another protocol (e.g., at the gateway, the
wireless transport layer security message
has to be changed to Secure Socket Layer).
Thisoperation presentsvulnerability because
anyone can access the network at this mo-
ment. Moreover, the use of encryption can
add vulnerabilities, which can make confu-
sion between mobile phones, since the node
does not know its encrypted true location.

Wireless Attacks

Detecting alarge set of attacks by aWIDS requires
studying and developing the attacker’s methods
and strategies. We discuss in this subsection the
typical attacks and malicious events that can be
detected by aWIDS (Hiltunen, 2004; VVladimirov,
Gavrilenko, & Mikhailovsky, 2004).

[llicit Use

Ilicit use of a wireless network may involve an
attacker connecting to the Internet or to the cor-
porate network that lives behind the AP. Illicit use
is a passive attack that does not cause damage to
the physical network. Itincludes following attacks
(Mateli, 2006):

*  Wireless network sniffing: When wireless
packets traverse the air, attackers equipped
with appropriate devices and software can
capture them. Sniffing attack methods in-
clude:

° Passive scanning: This attack aims
at listening to each channel. It can be
done without sending information. For
example, some radio frequency monitors
can allow copying frames on a chan-
nel.

°  Servicesetidentifier (SSID) detection:
This consists in retrieving SSID by
scanning frames of the following types:
beacon, probe requests, probe responses,
association requests, and re-association
requests.

°  MAC addresses collecting: To con-
struct spoofed frames, the attacker has
to collect legitimate MAC addresses,
which can be used for accessing AP
filtering out frames with non registered
MAC addresses.

To capture wireless packets, specific equip-
ments should be used by the attackers, depending
on the targeted wireless network interface card
(Low, 2005).

. Probingand network discovery: Thisattack
aims to identify various wireless targets. It
usestwo forms of probing: active and passive.
Active probing involves the attacker actively
sending probe requests with no identification
using the SSID configured in order to solicit
a probe response with SSID information and
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other information from any active AP. When
an attacker uses passive probing, he is listen-
ing on all channels for all wireless packets,
thus the detection capability is not limited
by the transmission power (Low, 2005).

. Inspection: Theattacker caninspect network
information using tools like Kismet and
Airodump (Low, 2005). He could identify
MAC addresses, IP address ranges, and
gateways.

Wireless Spoofing

Spoofing purpose is to modify identification pa-
rameters in data packets. New values of selected
parameters can be collected by sniffing. Typical
spoofing attacks include:

. MAC address spoofing: MAC spoofing aims
at changing the attacker’s MAC address by
the legitimate MAC address. This attack is
made easy to launch because some client-side
software allows the user to view their MAC
addresses.

. IP spoofing: IP spoofing attempts to change
source or destination IP addresses by talking
directly with the network device. IP spoof-
ing is used by many attacks. For example,
an attacker can spoof the IP address of host
A by sending a spoofed packet to host B an-
nouncing the window size equal to 0; though,
it originated from B (Mateli, 2006).

*  Framespoofing: Theattackerinjectsframes
having the 802.11 specification with spoofed
containing. Due to the lack of authentication,
spoofed frames cannot be detected.

Man in the Middle Attacks

This attack attempts to insert the attacker in the
middle (maninthe middle [MITM]) ofacommuni-
cation for purposes of intercepting client’sdataand
modifying them before discarding themorsending
them out to the real destination. To perform this
attack, two steps have to be accomplished. First, the
legitimate AP serving the client must be brought
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down to create a “difficult to connect” scenario.
Second, the attacker must setup an alternate rogue
AP with the same credentials as the original for
purposes of allowing the clientto connectto it. Two
main forms of the MITM exist: the eavesdropping
and manipulation. Eavesdropping can be done by
receiving radio waves on the wireless network,
which may require sensitive antenna. Manipula-
tion requires not only having the ability to receive
the victim’s data but then be able to retransmit the
data after changing it.

Denial of Service Attacks

DosS attacks can target different network layers as
explained in the following:

e Applicationlayer: DoS occurswhenalarge
amount of legitimate requests are sent. It
aims to prevent other users from accessing
the service by forcing the server to respond
to a large number of request’s transactions.

. Transport layer: DoS is performed when
many connection requests are sent. It targets
the operating system of the victim’s computer.
Thetypical attack in this caseisa SYN flood-
ing.

. Network layer: DoS succeeds, ifthe network
allows to associate clients. In this case, an
attacker can flood the network with traffic
to deny access to other devices. This attack
could consist of the following tasks:

o  The malicious node participates in a
route but simply drops several data
packets. This causes the deterioration of
the connection (Gupta, Krishnamurthy,
& Faloutsos, 2002).

o  The malicious node transmits falsified
route updates or replays stale updates.
These might cause route failures thereby
deteriorating performance.

o The malicious node reduces the time-
to-live (TTL) field in the IP header so
that packets never reach destinations.

. Datalink layer: DoS targeting the link layer
can be performed as follows:
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o  Since we assume that there is a single
channel that is reused, keeping the
channel busy in the node leads to a DoS
attack at that node.

o  Byusingaparticularnodetocontinually
relay spurious data, the battery life of
thatnode may be drained. Anend-to-end
authentication may preventthese attacks
from being launched.

*  Physical layer: This kind of DoS can be
executed by emitting a very strong RF inter-
ference on the operating channel. This will
cause interference to all wireless networks
that are operating at or near that channel.

WIRELESS INTRUSION AND
ANOMALY DETECTION

This section discusses the major security solutions
provided for wireless networks. In particular, the
cases of WLAN and ad hoc networks will be ad-
dressed. The discussed methods include the radio
frequency fingerprinting, cluster-based detection,
mobile devices monitoring, and mobile profile
construction.

Basic Techniques for Detection

Wireless intrusion detection protects wireless
networks against attacks, by monitoring traffic
and generating alerts. Two ways of detection are
distinguished: signature based and anomaly based.
The first category aims at detecting known attacks
by looking for their signatures. The main disad-
vantage of such approaches is that they detect only
knownattacks. The anomaly based approachesare
not often implemented, mostly because of the high
amount of false alarms that have to be managed
loosing a large amount of time. Anomaly based
detection develops a baseline of the way of con-
sidering normal traffic. When an abnormal traffic
is detected, an alert is generated. The advantage
of such approach is that it can capture unknown
attacks.

To take from the advantages of the previous
two approaches, the hybrid approach consists

on using in the same system the two approaches
simultaneously. To be efficient, intrusion detec-
tion approaches has to be run online and in real
time. Otherwise, the use of intrusion detection
technique is useful for audit or postmortem digital
investigation and it will not prevent an attack on
time. Real-time intrusion detection has to be able
to collect data from the network in order to store,
analyze and correlate them, which can decrease
network performance (Hutchison, 2004).

Wireless Detection Approaches

The main objective of wireless detection is to pro-
tectthe wireless network by detecting any deviation
with respectto the security policy. Thiscanbe done
by monitoring the active components of the wire-
less network, such as the APs (Hutchison, 2004).
Generally, the WIDS is designed to monitor and
reporton network activities between communicat-
ing devices. To do this, the WIDS has to capture
and decode wireless network traffic. While some
WIDSs can only capture and store wireless traf-
fic, other WIDSs can analyze traffic and generate
reports. Other WIDSs are able to analyze signal
fingerprints, which can be useful in detecting and
tracking rogue AP attack. As it is done for wired
networks, the following classifications of IDSs can
be distinguished according to several dimensions:
the approach (signature based/anomaly based); the
monitored system (network-based/host-based); and
the way of response (active/passive).

Mobile Profiles Construction

The main objectives when using the anomaly
based approach are to define user mobility profiles
(UMPs) and design an appropriate system that
permits the detection of any deviation with respect
to UMP. The intrusion detection process begins
with the data collection processing. Once the user
location coordinates (LCs) are determined, a high-
level mapping (HLM) is applied. The objective
of the HLM is to decrease the granularity of the
data in order to accommodate minor deviations or
intra-user variability between successive location
broadcasts. LCs features are extracted from each
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broadcast during feature extraction. A set of these
chronologically ordered LCs are subsequently
concatenated to define a mobility sequence (Hall,
Barbeau, & Kranakis, 2005). This process contin-
ues until the creation of the mobility sequences.
The training patterns from the first four of the six
dataset partitionsare storedinthe UMP, along with
otheruser-related information. During the classifi-
cation phase, a set of user mobility sequences are
observed and compared to the training patternsin
the user’s profile to evaluate the similarity measure
to profile (SMP) parameter. If the average of the
SMP value exceeds predefined thresholds, then the
mobility sequences are considered abnormal and
an alert is generated (Hall et al., 2005).

The following parameters are defined for the
mobility profiles: (1) the identifier representing
the user identification; (2) the training patterns
characterizing the user mobility behavior; (3) the
window size representing the mobility sequence
numbers (SN).

Monitoring Wireless Devices

Using a signature-based approach, the IDS bases
its processing on the recognition of intrusion’s
patterns from the traffic outputs. This requires
monitoring several parameters of the AP outputs
and the wireless client. Monitoring APs is about
monitoring their respective SSID, MAC address,
and channel information. This requires listening
wireless frames, such as beacons, probe response,
and authentication/association frames at the AP
outputs and comparing them to the predefined at-
tack signatures. For example, in the case of MITM
attack, the monitoring process would detect that
there is a sudden introduction of an AP on another
channel previously not present. Throughthe SSID,
MAC address might be spoofed by the attacker in
the process of setting up the rouge AP.

Because authorized clients cannot be listed, the
information that may help detecting an attack can-
not be totally available; nevertheless, the following
aspects can be monitored (Low, 2005):

. The “blacklist” of wireless clients can be
checked against all connecting clients. Any
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client within this list trying to access the
network would be automatically denied and
an alert can be sent off.

o All wireless clients with an “illegal” MAC
address (MAC address ranges, which have
not been allocated) are automatically denied
access and an alert is sent off.

*  Awireless client that just sends out probe re-
quests or special distinguishable data packets
after the initial probe request has not been
authenticated can be flagged out as potential
network discovery attack.

. Usually, when impersonation attacks are on-
going, the attacker will take on the MAC/IP
address of the victim, but it will not be able
to continue with the SN used previously by
the victim. Thus, by monitoring the SN in
these packets, potential impersonators could
be identified.

Radio Frequency Fingerprinting (RFF)

The RFF is defined as the process identifying a
cellular phone by the unique “fingerprint” that
characterizes its signal transmission. It is used to
prevent cloning fraud, because a cloned phone will
not have the same fingerprint as the legal phone
with the same electronic identification numbers.
This approach aims to enhance the anomaly based
wireless intrusion detection by associatinga MAC
address with the corresponding transceiver pro-
file. The architecture of the corresponding IDS is
shown by Figure 1, where the main objective is to
classify an observed transceiver print as normal
(belongs to the transceiver of adevice with a given
MAC address) or anomalous (belongs to another
transceiver) (Barbeau, Hall, & Kranakis, 2006;
Hall et al., 2005).

As illustrated in Figure 1, the information flow
begins by converting the analog signal to a digital
signal. This is done by the converter component.
Second, the transientextractor extractsthe transient
portionfromthedigital signal. Then, theamplitude,
phase, and frequency defining the transceiverprint
are extracted by the feature extraction component.
These features are compared to the transceiver
profiles existing in the IDS. This operation is
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Figure 1. The enhanced architecture of WIDS

extractor

Analog/Digital Feature Classifier Bayesian
conversion extractor > Filter
Digital signals TTransceiver profiles
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performed by the classifier component. To decide
aboutthe status of the transceiverprint, the Bayesian
filter is applied. This process requires extracting
predefined transceiver’s profiles, which is detailed
in the following sub-section.

. Feature extractor: In this step, amplitude
and phase components are obtained using
respectively, equations (1) and (2).

a(t) =+/i2(t) +2(t) @)

0()=tan [ ] ©

Frequency extraction is done by applying
the discrete wavelet transform (DWT), for
example.

. Classifier: Toclassify asignalasanomalous,
the probability of match has to be determined
for each transceiver profile. Therefore, a sta-
tistical classifier using neural networks can
be used, where the set of extracted features
represent a vector and the outputs are a set
of matching probabilities.

*  Bayesian filter: To decide whether match-
ing probabilities exceed threshold values,
a Bayesian filter is applied because of the
noise and interference, which are special
characteristics of wireless environment. The
Bayesian filter has to estimate the state of a
system from noisy observations.

. Feature selection/profile definition: Before
applying the detection process, the definition
of transceiver’s profiles has to be made. To
doso, features that have low intra-transceiver
variability and high inter-transceiver vari-
ability are selected. Examples of selected
features include: deviations of normalized

amplitude, phase and frequency, amplitude
variance, and deviations of normalized in-
phase data and normalized quadrate data.

Cluster-Based Detection in Ad Hoc
Networks

Dueto the distributed nature of wireless networks,
especially ad hoc networks are vulnerable to at-
tacks. In this case, intrusion detection provides
audit and monitoring capabilities that offer local
security to a node and helps to perceive specific
trust levels of other nodes (Ahmed, Samad, &
Mahmood, 2006; Samad, Ahmed, & Mahmood,
2005). Clustering protocols can be taken as an ad-
ditional advantage inthese processing constrained
networks to collaboratively detect intrusions with
less power usage and minimal overhead. Because
of their relation with routes, existing clustering
protocols are not suitable for intrusion detection.
Theroute establishmentand route renewal and route
renewal affect clusters. Consequently, processing
and traffic overhead increase, due to instability
of clusters. Ad hoc networks present battery and
power constraint. Therefore, the monitoring node
should be available to detect and respond against
intrusions in time. This can be achieved only if
clustersare stable for along time period. If clusters
are regularly changed due to routes, the intrusion
detection willnotbe efficient. Therefore, a general-
ized clustering algorithm, detailed in Ahmed et al.
(2006) hasbeendiscussed. Itisalso useful to detect
collaborative intrusions (Samad et al., 2005).

Cluster Formation
Clusters are formed to divide the network into

manageable entities for efficient monitoring and
low processing. Clustering schemes result in a
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special type of node, called the cluster head (CH)
to monitor traffic within its cluster. It not only
manages its own cluster, but also communicates
with other clusters for cooperative detection
and response. It maintains information of every
member node (MN) and neighbor clusters. The
cluster management responsibility is rotated
among the cluster members for load balancing and
fault tolerance and must be fair and secure. This
can be achieved by conducting regular elections
(Samad et al., 2005). Every node in the cluster
must participate in the election process by casting
their vote showing their willingness to become the
CH. The node showing the highest willingness, by
proving the set of criteria, becomes the CH until
the next timeout period.

Intrusion Detection Architecture

Because ad hoc networks lack in centralized audit
points, itis necessarytousethe IDS inadistributed
manner. This also helps reducing computation
and memory overhead on nodes. The proposed
clustering algorithm in Samad et al. (2005) can
be related to the intrusion detection process as
partial analysis of the incoming traffic is done at
the CH and the rest of the analysis is done at the
destination node. Traffic analysis at the CH and
packet analysis at the MN is helpful in reducing
processing at each node. If a malicious activity
is found by the CH, it informs its members and
the neighboring clusters to take a set of actions.
It is the responsibility of CH to obtain help from
and/or inform the MNs and neighboring clusters
for a particular intrusion. Undecided node (UD)

Figure 2. Intrusion detection process

performs its own audit and analysis; however, it
performs partial analysisimmediately after becom-
ing a CH or MN. Intrusion detection techniques
can be anomaly based or signature based.

The host-based IDS (HIDS) observes traffic
at individual hosts, while network-based 1DS
(NIDS) are often located at various points along
the network. Since centralized audit points are not
available inad hoc networks, NIDSs cannot be used.
Alternatively, if every host starts monitoring intru-
sions individually such as in HIDS, lot of memory
and processing will be involved. Therefore, a dis-
tributed approach is used to perform monitoring,
where both CH and MN collect audit data.

A flow model of intrusion detection architecture
of cluster-based intrusion detection (CBID) isillus-
trated by Figure 2, which consists of four modules.
Information collected during the training phase in
the logging module is transferred to the intrusion
information module to perceive a threshold value
for the normal traffic. If it is the case, an alert is
generated by the intrusion response module.

. Logging: The CH captures and logs all the
traffic transferred through its radio range.
It keeps the necessary fields and the data
related to traffic such as number of packets
sent, received, forwarded, or dropped in a
database. The traffic can either be data traffic
or control traffic. These logs can be helpful
for the detection of many attacks, such as
blackhole, wormhole, sleep deprivation,
malicious flooding, packet dropping, and so
forth.

. Intrusion information: If signature-based
detection is used, every node must maintain

Logging hModule

| Intrusion

Intrusion Responze Moduls Module

Detection '-

Irtrugion Information Module

Thresholds and
anomalies
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a database that contains all the intrusion
signatures. For anomaly based detection,
the anomalous behaviors must also be well
defined.

. Intrusion detection: By this module, the
node detects intrusions by analyzing and
comparing the traffic patterns with the normal
behavior. Ifanomaly is found, the CH gener-
ates an alarm and increases the monitoring
level and analyzes the traffic in more detail
to find out the attack type and identity of the
attacker.

. Intrusion response: To inform about de-
tected intrusions, nodes generate alerts. They
also can provide responses to react against
them.

DETECTION MODELS

To enhance IDS efficiency, theories and models
have been developed to cope with intrusion cor-
relation; actiontrackingand packet marking; digital
investigation using evidences based on alerts; and
attack reconstruction in wireless environments.
The evidenceis defined as a set of relevant informa-
tion about the network state (Aime, Calandriello,
& Lioy, 2006).

Intrusion and Anomaly Detection
Model Exchange

This section discusses the anomaly model used
in mobile ad hoc networks (MANET). It is based
on the model distribution and model profiling and
aggregation.

Model Distribution

Due to the lack of battery power or computation
ability, MANET smodel isrequired. Depending on
the node location performing intrusion detection,
the following distribution models can be adopted
(Cretu, Parekh, Wang, & Stolfo, 2006):

. In the case of generating anomalies, training
can be done by MANET nodes: (1) if the

MANET nodes have WAN connectivity,
the node can initiate download requests to
obtain the latest model from the server; and
(2) without WAN connectivity, MANET
nodes can be initialized before deployment,
where the default model is used.

. Another model consists in deploying a more
powerful MANET node with sufficient
processing and battery power to perform
anomaly training. The node would listen
promiscuously to all visible traffics on the
MANET, generate anomalies, and distribute
them to the peers.

. Use a pre-computed anomaly model. This
scenario is worst case, but can be practical
insituationswherethe MANET’s behavior is
well-defined and follows a standard protocol
definition.

Model Aggregation/Profiling

The aggregation model was previously used in
MANETSs foralerts demonstrated that, by integrat-
ing security-related information at the protocol
level from a wider area, the false positive rate
and the detection rate can be improved (Cretu et
al., 2006).

In addition, model aggregation enables peers
to determine whether or not to communicate with
a particular node n,. If the peers’ models are very
similar to those used by n,, it suggests that the
node is performing similar tasks. A node with a
dissimilar model is considered as suspicious and
has a malicious content. For example, anode send-
ing out worm packets will generate a substantially
different contentdistribution. This canbe donevia
comparison (Cretu et al., 2006).

Anomaly Based Detection Models

In this section, we discuss how to build anomaly
detection models for wireless networks. Detection
based on different kinds of activities may differ in
the format and the amount of available audit data
as well as the modeling algorithms. However, we
admitthatthe principle behind the approaches will
be the same. Therefore, we discuss in this section

87



only one of these approaches, which is based on a
routing protocol (Zhang, Lee, & Huang, 2003):

Building an Anomaly Detection Model

Thismethod uses information-theoretic measures,
namely, entropy and conditional entropy, to de-
scribe normal information flows and use classifica-
tionalgorithmsto build anomaly detection models.
When constructing a classifier, features with high
information gain or reduced entropy are needed.
Therefore, a classifier needs feature value tests
to partition the original dataset into low entropy
subsets. Using this framework, the following pro-
cedure for anomaly detection is applied (Zhang et
al., 2003): (1) select audit data so that the normal
dataset has low entropy; (2) perform appropriate
datatransformation according to the entropy mea-
sures; (3) compute classifier using training data; (4)
apply the classifier to test data; and (5) post-process
alarms to produce intrusion reports.

Detecting Abnormal Updates to Routing
Tables

The main requirement of an anomaly detection
model used by IDSs is a low false positive rate,
calculated as the percentage of legitimate behavior
variations detected as anomalies. Since the main
concernforadhocrouting protocolsisthat the false
routing information generated by a compromised
node will be disseminated to and used by the other
nodes, the trace data can be designed for each node.
Arouting table contains, at the minimum, the next
hop and the distance in hop number. A legitimate
change in the routing table can be caused by the
physical node movement or network membership
changes. For a node, its own movement and the
change in its own routing table are the only reli-
able and trustable information. Hence, used data
exist on the node’s physical movements and the
corresponding change in its routing table as the
basis of the trace data. The physical movement is
measured mainly by distance and velocity. The
routing table change is measured mainly by the
percentage of changed routes (PCR), the percent-
age of changes in the sum of hops of all the routes
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(PCH), and the percentage of newly added routes
(Zhangetal., 2003). These measurements are used
because of the dynamic nature of mobile networks.
The normal profile on the trace data specifies the
correlation of physical movements of the node and
the changes in the routing table.

Classification rules for PCR and PCH describe
normal conditions of the routing table. These rules
can be used as normal profiles. Checking an ob-
served trace data record with the profile involves
applying the classification rules to the record.
Therefore, repeated trials may be needed before a
good anomaly detection model is produced.

Detecting Abnormal Activities in Other
Layers

Detecting anomalies for other entities of the wire-
less networks such as MAC protocols, or entities
provided by the network (applications and services)
follows a similar approach as in the physical layer.
For example, the trace data for MAC protocols can
contain the following features: for the past s sec-
onds, the total number of channel requests, the total
number of nodes making the requests, the largest,
the mean, and the smallest of all the requests. The
class can be the range of the current requests by a
node. A classifier on this trace data describes the
normal context of a request. An anomaly detec-
tion model can then be computed, as a classifier or
clusters, from the deviation data. Similarly, at the
mobile application layer, the trace data can use the
service as the class (Zhang et al., 2003).

WIRELESS INTRUSION DETECTION
SYSTEM ARCHITECTURES

This section discusses the proposed models,
architectures, and methods to validate the used
approaches.

Wireless Intrusion Tracking System

The wireless intrusion tracking system (WITS)
deploysthe Linksys WRT54G AP, Linuxand other
opensourcetoolsinordertotrack wirelessintruders
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inawireless cell. AWITS is designed to minimize
the effect of the attacks against wireless networks.
It combines technologies to produce a system that
allowsreal-timetracking of intruders and extensive
forensic data gathering (Valli, 2004).

. Sacrificial access points (SAP): WITS uses
the concept of SAPs, which acts asa wireless
honeypot and forensic logging device. The
used SAP has conventional wired Ethernet
capability. Itsfunctionality isseverely limited
for deployment as a honeypot device. How-
ever, it permitsthe installation of customized
firmware, which allows the reduction of
installed facilities used as part of the routing
and AP functionality for the WRT54G. The
firmware can be upgraded to patch any new
vulnerabilities or weaknesses. To be success-
ful, the system must retain large, extensive
and multiple log files that contain system
statistics and sufficient network related data
for forensic reconstruction of any traffic. The
used data are data located in honeypot log
files, snort data, and data provided by traffic
analysis. The data in honeypot logfiles will
indicate the level of probing and malicious
activity. Traffic analysis provides an extensive
analysis of the intruder activity.

e Tracking the intruder: Wireless intruders
have the ability to be mobile and are not con-
strained to use predefined channels, which
make them difficult to track. Furthermore,
wireless attackers can manipulate layer 1 and
layer 2 of the OSI model to mask activities
and subsequent detection. WITS uses GPS
techniques to locate and track intruders
within the wireless cell. The resultant GPS
data will be stored for later analysis or used
by an immediate location process of the at-
tacking device.

Agent-Based IDS for Ad Hoc Wireless
Networks

This section introduces a multi-sensor IDS that
employs a cooperative detection algorithm. A
mobile agent implementation is chosen to support
the wireless IDS features such as sensor mobility

andintelligent routing of intrusion data throughout
the network.

Modular IDS Architecture

The proposed IDS is built on a mobile agent
framework. It employs several sensor types that
perform specific functions, such as:

. Network monitoring: Only certain nodes
will have sensor agents for network monitor-
ing, in order to preserve the total computa-
tional power and the battery power of mobile
hosts.

. Host monitoring: Every node on the ad
hoc network will be monitored internally
by a host-monitoring agent. This includes
monitoring system-level and application-level
operations.

. Decision-making: Every node will decide
on the intrusion threat level on a host-level
basis. Specific nodes will collect intrusion
information and make collective decisions
about intrusion level.

. Reacting: Every node can react in order to
protect the host against detected attacks.
Reactions can be predefined at that node.

To minimize power consumption and IDS-re-
lated processing time, the IDS must be distributed.
A hierarchy of agents can be used to this end. A
hierarchy of agents is composed of three agent
classes, which are the monitoring agents, decision-
making agents, and action agents. Some are present
on all mobile hosts, while others are distributed
to only selected nodes (Kachirski & Guha, 2003).
Cluster heads, for example, are the typical nodes
implementing the monitoring agents. The node
selection is naturally dependent on the security
requirements imposed to the mobile nodes.

Intrusion Response
The nature of an intrusion response for ad hoc
networks depends on the intrusion type and

the network protocols and applications types.
Examples of responses can be:
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. Re-initializing communication channels
between nodes

. Identifying the compromised nodes and
re-organizing the network to preclude the
promised nodes

. Notifying the end user and take appropriate
action

. Send a re-authentication request to all nodes
in the network to prompt the end-users to au-
thenticate themselves (Zhang et al., 2003)

DISTRIBUTED INTRUSION
DETECTION

Any distributed IDS should enforce mechanisms
that support the reliability of its nodes as well as
the distributed analysis, integrity, and privacy of
exchanged alerts. Several critical problems should
be addressed to provide collaborative methods for
wireless distributed intrusion detection. These
problems include the reduction of the volume of
alerts; the decrease the complexity of communica-
tion and bandwidth requirements; and the manage-
ment of heterogeneity of formats and protocols.

IDS for PublicWiFi System

The IDS, used by the WIFI systems, bases its detec-
tion on network monitoring to produce evidences
and share them among all nodes.

The monitor canbe thoughtasan instance of the
Ethereal network packet Sniffer. For each captured
packet, Ethereal displays a complete view of the
packet contentand adds some general statisticsasa
timestamp, frame number, and length in bytes. By
looking on the Ethernet level header and focusing
on 802.11 frames, source, destination and BSSId
addresses; SN; frame type and subtype; and the
retry flag are distinguished. Other parameters are
added such as counters for transmissionretriesand
for frames received with wrong FCS, and packet
transmission time. In this way, a list of events is
built and matched, to detect in particular, jam-
ming attacks and channel failures. Since all nodes
participate in the detection process, multiple lists
are matched to combine the two lists into a single
list of events (Aime et al., 2006).
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Multi-Layer Integrated Intrusion
Detection and Response

Given that there are different kinds of vulnerabili-
ties in mobile network layers, coordinating IDSs
within layersisrequired. The following integration
scheme can be investigated:

. If a node detects an intrusion that affects the
entire network, it initiates the re-authentica-
tion process to exclude the compromised/ma-
licious nodes from the network.

. If a node detects a local intrusion at a higher
layer, lower layers are notified.

In this approach, the detection on one layer
can be initiated from other layers. To do this, the
lower layers need more than one anomaly detection
model: one that relies on the data of the current
layer and the one that considers information from
the upper layer (Zhang et al., 2003).

WIRELESS TOLERANCE AND
PREVENTION

Intrusion prevention is considered as an extension
of intrusion detection technology, but it is actually
another form of access control, like an application
layer firewall. Intrusion prevention systems (IPSs)
were developed to resolve ambiguities in passive
network monitoring by placing detection systems
online. Showingaconsiderable improvement upon
firewall technologies, IPSs make access control
decisions based on application content, rather than
IP address or ports by denying potentially malicious
activity. There are advantages and disadvantages
to host-based IPS compared with network-based
IPS.

Some IPSs canalso preventyetto be discovered
attacks, such as those caused by a buffer overflow.
Deployed to strengthen wireless security, wireless
IPSs monitor radio frequencies in order to detect
malicious traffic.

Thedevelopmentand supportof intrusionaware
survivable applications in wireless networks are
key problems in the provision of wireless services.



Intrusion and Anomaly Detection in Wireless Networks

Significant aspects of intrusion tolerance include:
(1) the ability toadapt to changes in environmental
and operational conditions for surviving intru-
sions; (2) the coordination and management of
adaptation of changes in service provision; (3)
the awareness of resource statuses to respond to
attack symptoms effectively; and (4) the manage-
ment of resource redundancy. The following are
two approaches that deploy intrusion tolerance to
prevent wireless attacks.

Intrusion Tolerance Based on
Multiple Base Stations Redundancy

To provide fault tolerance, this research discusses
aredundancy in the form of multiple base stations
(BSs). Since an adversary can disallow delivery
of sensor data that is routed over only one path to
a given BS, a multi-path routing redundancy to
improve intrusion tolerance of wireless nodes is
introduced (Deng, Han, & Mishra, 2004).

The simplest way to set up multiple paths for
each node to multiple BSs is to use a flooding mes-
sage: each BS broadcastsaunique request message,
called REQ. Upon the reception of REQ from a
BS, it records the packet sender as its parent node
for that BS, and re-broadcasts REQ to its neighbor
and child nodes. The node then ignores all copies
of the same REQ that it receives later. In this way,
the REQ generated by a BS will be able to flood
the entire network, even though the network nodes
forward that message only once. If one BS broad-
castits own REQ, every sensor node will have one
path for it. However, this scheme cannot prevent a
malicious compromised node from BS spoofing by
sending forged REQ. Every node will think that
the forged message is generated by the legitimate
BS and will forward the forged REQ. To defend
against such attack, each BS can authenticate the
sent REQ (Deng et al., 2004).

INSENS: Intrusion-Tolerant Routing
in Wireless Sensor Networks

INSENS (Deng, Han, & Mishra, 2003, 2005) can
be used to prevent DoS attacks, where individual
nodes are not allowed to broadcast routing data.

Only the BS is allowed to broadcast (Deng et al.,
2003). It proposes a BS authentication using a hash
function. To prevent DoS/distributed denial of
service (DDoS) broadcast attacks, unicast packets
must first traverse through the BS. Second, the
control routing information hasto be authenticated
and encrypted by using symmetric cryptography.
To address the notion of compromised nodes, re-
dundant multipath routing is built into INSENS to
achieve secure routing.

INSENS proceeds through two phases, route
discovery and data forwarding. The first phase
discovers the sensor network topology, while the
second deals with forwarding data from sensor
nodes to the BS, and vice versa. Route discovery
is performed in three rounds:

. During thefirstround, the BS floods arequest
message to all the reachable sensor nodes in
the network. The BS broadcasts a request
message that is received by all its neighbors.
A sensor, receiving a request message for the
firsttime, records the identity of the sender in
its neighbor setand then broadcasts a request
message. Two mechanismsare used to counter
attacks. The first one identifies the request
message initiated by the BS using hash. The
second mechanism configures sensors with
separate pre-shared keys by applying a keyed
MAC algorithm to the complete path (Deng
et al., 2005).

. During the second round, the sensor nodes
send their local information using a feedback
messagetothe BS. After anode has forwarded
its request message, it waits a time period
before generating a feedback message.

. Inthethird round, forwardingtablesare com-
puted by the BS for each sensor node based
on the information received in the second
round. Then, it sends them to the respective
nodes using a routing update message and
waits for a certain period to collect the con-
nectivity information received via feedback
messages in order to compute possible paths
to each other node. The BS then updates
the forwarding tables using entries of the
form:
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(destination, source, and immediate sender).

Destination is the node ID of the destina-
tion node, source is the node ID of the node
that created this data packet, and immediate
senderisthe ID of the node that just forwarded
this packet. Once the data packet is received,
a node searches for a matching entry in its
forwarding table. If it finds a match, then
it forwards the data packet (Deng et al.,
2005).

CONCLUSION

We have shown in this chapter that WIDSs have an
important role in securing the network by protect-
ing its entities against intrusions and misuse. The
protection is performed based on models capable
of providing a framework for the description and
correlation of attacks. Research works have focused
on the development of techniques, approaches,
and mechanisms, and WIDS architectures. Archi-
tectures include radio frequency fingerprinting,
cluster-based detection, mobile devices monitoring,
and mobile profile construction. Wireless intru-
sion prevention and tolerance are also discussed
in this chapter; and systems such as INSENS are
developed. Inaddition, we have shown that several
challenges need to be addressed to enhance the
efficiency of WIDSs.
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KEY TERMS

Access Point (AP): Access point in the base
stationinawireless LAN. APs are typically stand-
alone devices that plug into an Ethernet hub or
switch. Like a cellular phone system, users can
roam around with their mobile devices and be
handed off from one AP to the other.

Ad Hoc Networks: Ad hoc networks are local
area networks or other small networks, especially
ones with wireless or temporary plug-in connec-
tions, in which some of the network devices are
part of the network only for the duration of a com-
munications session or, in the case of mobile or
portable devices, while in some close proximity
to the rest of the network.

Intrusion Prevention System (IPS): IPSisthe
software that prevents an attack on a network or
computer system. An IPS is a significant step be-
yond an intrusion detection system (IDS), because
it stops the attack from damaging or retrieving
data. Whereas, an IDS passively monitors traffic
by sniffing packets offa switch port, an IPS resides
inline like a firewall, intercepting and forwarding
packets. It can thus block attacks in real time.

Intrusion Tolerance: Intrusion tolerance is
the ability to continue delivering a service when
an intrusion occurs.

Wireless Attack: A wireless attack is a mali-
cious action against wireless system information
or wireless networks; examples can be denial of
service attacks, penetration, and sabotage.

Wireless Intrusion Detection System
(WIDS): The WIDS is the software that detects
an attack onawireless network or wireless system.
A network IDS (NIDS) is designed to support
multiple hosts, whereas a host IDS (HIDS) is set
up to detect illegal actions within the host. Most
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IDS programs typically use signatures of known
cracker attempts to signal an alert. Others look for
deviations of the normal routine as indications of
an attack. Intrusion detection is very tricky.

Wireless Sensors Networks (WSN): WSN is
a network of RF transceivers, sensors, machine
controllers, microcontrollers, and user interface
devices with at least two nodes communicating
by means of wireless transmissions.

Wireless Traffic Anomaly: Wireless traffic
anomaly is a deviation from the normal wireless
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traffic pattern. Anintrusion detection system (IDS)
may look for unusual traffic activities. Wireless
traffic anomalies can be used to identify unknown
attacks and DoS floods.

Wireless Vulnerability: Wireless vulnerability
isasecurity exposure inwireless components. Be-
fore the Internet became mainstream and exposed
every organization in the world to every attacker
on the planet, vulnerabilities surely existed, but
were not as often exploited.
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Chapter VI
Peer-to—-Peer (P2P)

Network Security:
Firewall Issues

Lu Yan
University College London, UK

INTRODUCTION

A lot of networks today are behind firewalls. In
peer-to-peer (P2P) networking, firewall-protected
peers may have to communicate with peers outside
the firewall. This chapter shows how to design P2P
systems to work with different kinds of firewalls
within the object-oriented action systems frame-
work by combining formal and informal methods.
We present our approach viaa case study of extend-
ing a Gnutella-like P2P system (Yan & Sere, 2003)
to provide connectivity through firewalls.

PROBLEM DEFINITION

Asfirewallshave various topologies (single, double,
nested, etc.) and various security policies (packet

filtering, one-way-only, port limiting, etc.), our
problem has multiple faces and applications have
multitude requirements. A general solution that fits
all situations seems to be infeasible in this case.
Thus we define the problem as shown in Figure 1:
Howto provide connectivity between private peers
and public peers through a single firewall?

We select the object-oriented action systems
framework with Unified Modeling Language
(UML) diagrams as the foundation to work on. In
this way, we can address our problem in a unified
framework with benefits from both formal and
informal methods.

Action systems is a state based formalism. It
is derived from the guarded command language
of Dijkstra (1976) and defined using weakest
precondition predicate transformers. An action,
or guarded command, is the basic building block
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Figure 1. Problem definition

P2P Network Security

in the formalism. An action system is an iterative
composition of actions. The action systems frame-
work is used as a specification language and for the
correct development of distributed systems.

Object-oriented (O0)-action system is an ex-
tension to the action system framework with OO
support. An OO-action system consists of a finite
set of classes, each class specifying the behavior of
objects that are dynamically created and executed
inparallel. The formal nature of OO-action systems
makes it a good tool to build reliable and robust
systems. Meanwhile, the OO aspect of OO-action
systems helps to build systems in an extendable
way, which will generally ease and accelerate
the design and implementation of new services
or functionalities. Furthermore, the final set of
classes in the OO-action system specification is
easy to be implemented in popular OO languages
like Java, C++ or C#.

In this chapter, however, we skip the details of
semantics of action systems (Back & Sere, 1996)
and its OO extension (Bonsangue, Kok, & Sere,
1998).

GNUTELLA NETWORK

Gnutella (Ivkovic, 2001) is a decentralized P2P
file-sharing model that enables file sharing without
using servers. To share files using the Gnutella
model, a user starts with a networked computer
A with a Gnutella servent, which works both as
a server and a client. Computer A will connect
to another Gnutella-networked computer B and
then announce that it is alive to computer B. B
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will in turn announce to all its neighbors C, D,
E, and F that A is alive. Those computers will
recursively continue this pattern and announce
to their neighbors that computer A is alive. Once
computer A has announced that it is alive to the
rest of the members of the P2P network, it can
then search the contents of the shared directories
of the P2P network.

Search requests are transmitted over the
Gnutella network in a decentralized manner. One
computer sends a search request to its neighbors,
whichinturnpassthat requestalongtotheir neigh-
bors, andsoon. Figure 2 illustrates thismodel. The
searchrequestfrom computer Awill be transmitted
to all members of the P2P network, starting with
computer B, thento C, D, E, F, which will in turn
send the request to their neighbors, and so forth.
If one of the computers in the P2P network, for
example, computer F, has a match, it transmits the
file information (name, location, etc.) back through
all the computers in the pathway towards A (via
computer B in this case). Computer A will then
be able to open a direct connection with computer
F and will be able to download that file directly
from computer F.

UNIDIRECTIONAL FIREWALLS

Most corporate networks today are configured
to allow outbound connections (from the firewall
protected network to Internet), but deny inbound
connections (from Internetto the firewall protected
network) as illustrated in Figure 3.
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Figure 2. Gnutella peer-to-peer model

1. Search Query

These corporate firewalls examine the packets
of information sent at the transport level to deter-
minewhethera particular packetshould be blocked.
Each packet is either forwarded or blocked based
onaset of rules defined by the firewall administra-
tor. With packet-filtering rules, firewalls can easily
track the direction in which a TCP connection is
initiated. The first packets of the TCP three-way
handshake are uniquely identified by the flags they
contain, and firewall rules can use this information
to ensure that certain connections are initiated in
only one direction. A common configuration for
these firewalls is to allow all connections initiated
by computers inside the firewall, and restrict all
connections from computers outside the firewall.
Forexample, firewall rules might specify thatusers
can browse from their computers to a web server
on Internet, but an outside user on Internet cannot
browse to the protected user’s computer.

In order to traverse this kind of firewall, we
introduce a Push descriptor and routing rules
for servents: Once a servent receives a QueryHit
descriptor, it may initiate a direct download, but
it is impossible to establish the direct connection
if the servent is behind a firewall that does not
permit incoming connections to its Gnutella port.

4, Search Response

(includes Servent  info) 5. File Dovmload

3. Search Response
(includes Servent F info)

If this direct connection cannot be established, the
servent attempting the file download may request
thatthe servent sharing the file push the file instead.
That is, A servent may send a Push descriptor if it
receives a QueryHit descriptor from a servent that
does not support incoming connections.

Intuitively, Push descriptors may only be sent
along the same path that carried the incoming
QueryHit descriptors as illustrated in Figure 4.
A servent that receives a Push descriptor with
ServentID = n, but has not seen a QueryHit de-
scriptor with ServentlD = n should remove the
Push descriptor from the network. This ensures
that only those servents that routed the QueryHit
descriptors will see the Push descriptor.

We extend our original system specification
(Yan & Sere, 2003) toadopt unidirectional firewalls
by adding a Push router Rf, which is a new action
system modeling Push routing rules as shown
in Table 1. We compose it with the previous two
action systems (Yan & Sere, 2003) Rc modeling
Ping-Pong routing rules and Rl modeling Query-
QueryHit routing rules together, to derive a new
specification of router

R=|[Rc/RI/Rf ]|
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Figure 3. Unidirectional firewall
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Firewall Protected Network
Outbound Connection
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Figure 4. Push routing
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where on the higher level, we have components
of a new router

{<Router, R>, <PingPongRouter, Rc>, <Que-
ryRouter, RI>, <PushRouter, Rf>}.

A servent can request a file push by routing
a Push request back to the servent that sent the
QueryHit descriptor describing the target file. The
serventthatisthe target of the Push request should,
upon receipt of the Push descriptor, attempt to es-
tablish anew TCP/IP connection to the requesting
servent. As specified in the refined file repository in
Table 2, when the direct connection is established,
the firewalled servent should immediately send a
HTTP GIV request with requestlP, filename and
destinationlIP information, where requestIP and
destinationIP are IP address information of the
firewalled servent and the target servent for the
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10. Push
File

Push request, and filename is the requested file
information. Inthisway, the initial TCP/IP connec-
tion becomes an outbound one, which is allowed
by unidirectional firewalls. Receiving the HTTP
GIV request, the target servent should extract
the requestIP and filename information, and then
construct an HTTP GET request with the above
information. After that, the file download process
is identical to the normal file download process
without firewalls. We summarize the sequence of
a Push session in Figure 5.

PORT-BLOCKING FIREWALLS

In corporate networks, other kinds of common
firewalls are port-blocking firewalls, which usu-
ally do not grant long-time and trusted privileges
to ports and protocols other than port 80 and
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Table 1. Specification of push router Table 1. continued

Rf = |[ attr serventDB := null; cKeyword := null; fi

filename := null; target := null;
pushTarget := null
obj receivedMsg : Msg; newMsg : Msg;
f : FileRepository
meth SendPush() =
(newMsg := new(Msg(Push));
newMsg.info.requestIP := ThisIP;
newMsg.info.filename :=
receivedMsg.info.filename;
newMsg.info.destinationIP :=
receivedMsg.info.IP;
OutgoingMessage := newMsg);
ReceiveMsg( ) = receivedMsg :=
IncomingMessage;
ForwardMsg(m) = (m.TTL>0 —
m.Transmit( );
OutgoingMessage := m)
do
true—
ReceiveMsg( );
if receivedMsg.type = QueryHit—
serventDB := serventDB U
receivedMsg.serventlD;
if receivedMsg.info.keyword =
cKeyword—
target := receivedMsg.info.filename
@receivedMsg.info.IP;
if f.firewall—
SendPush()
fi
cKeyword := null
[1 receivedMsg.info.keyword+#
cKeyword »
receivedMsg.descriptorID e
descriptorDB—
ForwardMsg(receivedMsg)

[] receivedMsg.type = Push—
if receivedMsg.info.destinationIP =
ThisIP—

PushTarget :=
receivedMsg.info.requestIP®
receivedMsg.info.filename@
receivedMsg.info.destinationIP

[] receivedMsg.info.destinationlP#
ThisIP »
receivedMsg.serventlD ¢
serventDB—

ForwardMsg(receivedMsg)

fi
fi
od
1

HTTP/HTTPS. Forexample, port21 (standard FTP
access) and port 23 (standard Telnetaccess) are usu-
ally blocked and applications are denied network
traffic through these ports. In this case, HTTP
(port 80) has become the only entry mechanism
to the corporate network. Using HTTP protocol,
for a servent to communicate with another servent
through port-blocking firewalls, the servent has to
pretend that it isan HT TP server, serving WWW
documents. In other words, it is going to mimick
an httpd program.

When it is impossible to establish an IP con-
nection through a firewall, two servents that need
to talk directly to each other solve this problem
by having SOCKS support built into them, and
having SOCKS proxy running on both sides. As
illustrated in Figure 6, it builds an HTTP tunnel
between the two servents.

After initializtion, the SOCKS proxy creates a
ProxySocket and starts accepting connections on
the Gnutella port. All the information to be sent
by the attempting servent is formatted as a URL
message (using the GET method of HTTP) and an
URLConnection via HTTP protocol (port 80) is
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Figure 5. Sequence diagram of a push session
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i Download(target) 3
: DownloadFail( )
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SendPush(jpushtarget) 3
3 : g Broadcast(pushtarget)
ReceivePush(pushtarget) !
Match(pushtarget) : : :
3 SmrtPush(p:ushtarget)
made. On the other side, the target serventaccepts CONCLUSION

the request and a connection is established with
the attempting servent (actually with the SOCKS
proxy in the target servent). The SOCKS proxy in
the target servent can read the information sent
by the attempting servent and write back to it. In
this way, transactions between two servents are
enabled.

We extend our original system specification
(Yan & Sere, 2003) to adopt port-blocking fire-
walls by adding a new layer to the architecture of
servent in Figure 7. This layer will act as a tunnel
between servent and Internet.

As specified in Table 3, after receiving mes-
sages from the attempting servent and encoding
them into HTTP format, the SOCKS proxy sends
the messages to the Internet via port 80. In the
reverse way, the SOCKS proxy keeps receiving
messages from HTTP port and decoding them
into original format. With this additional layer,
our system can traverse port-blocking firewalls
without any changes in its core parts. We sum-
marize the sequence of a SOCKS proxy session
in Figure 8.
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The corporate firewall is a double-edged sword. It
helps prevent unauthorized access to the corporate
Web, but may disable access for legitimate P2P ap-
plications. There have been protocols such as Point-
to-Point Tunneling Protocol (PPTP) (Hamzehetal.,
1999), Universal Plugand Play (UPNP) (Microsoft,
2000), Realm Specific IP (RSIP) (Borella & Mon-
tenegro, 2000) and Middlebox protocol (Reynolds
& Ghosal, 2002) to address the firewall problems in
P2P networking. A recent protocol, JXTA (Gong,
2001) from Sun has provided an alternative solu-
tion to the firewall problem by adding a publicly
addressable node, called rendezvousserver, which
a firewalled peer can already talk to. The scheme
is that peers interact mostly with their neighbors
who are on the same side of the firewall as they are
and one or a small number of designated peers can
bridge between peers on the different sides of the
firewall. But the problem posed by firewalls still
remains when configuring the firewalls to allow
traffic through these bridge peers.

We have specified a Gnutella-like P2P system
withinthe OO-action systems framework by com-
bining UML diagrams. In this chapter, we have
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Table 2. Specification of file repository

F = |[ attr firewall* := false; fileDB := FileDB;
cFileDB; filename := null; target := null;
pushTarget := null

meth SetTarget(t) = (target :=t);
PushTarget(t) = (pushTarget := t);
Has(key) = ({key} ¢ dom(fileDB));
Find(key) = (filename := file »
{file} ¢ ran({key} « fileDB))
do
target# null—
cFileDB :=fileDB;
HTTP_GET(target);
target := null;
Refresh(fileDB);
if fileDB = cFileDB—
firewall := true
[] fileDB# cFileDB—
firewall := false
fi
[] pushTarget# null—
HTTP_GIV(pushTarget);
pushTarget := null;
Refresh(fileDB)
od

I

Figure 7. Refined architecture of servent

Figure 6. Firewall architecture and extendable socket
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Table 3. Specification of SOCKS proxy

S =|[ attr listenPort := GnutellaPort;
DestinationPort := 80
obj ProxySocket : Socket;
HTTPSocket : Socket;
imsg : Msg; omsg : Msg
init ProxySocket = new(Socket(listenPort));
HTTPSocket =
new(Socket(destinationPort))
do
IncomingRequest # null—
imsg := EncodeSOCK(DecodeHTTP
(HTTPSocket.Read( )));
IncomingMessage :=
ProxySocket.Write(imsg)
[] OutgoingRequest# null—
omsg := EncodeHTTP(DecodeSOCK
(ProxySocket.Read( )));
OutgoingMessage :=
HTTPSocket.Write(omsg)
od

I

P2P Network Security

presented our solution to traverse firewalls for
P2P systems. We have extended a Gnutella-style
P2P system to adopt unidirectional firewalls and
port-blocking firewalls using OO-action systems.
During the extending work, our experiences show
that the OO aspect of OO-action systems helps to
build systems with a reusable, composable, and
extendable architecture. The modulararchitecture
of our system makes it easy to incorporate new
services and functionalities without great changes
to its original design.
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KEY TERMS

Action System: An action system is a notation
forwriting programs, due to Ralph Back. Anaction
system is a collection of actions. It is executed by
repeatedly choosing an action to execute. If it is
the case that no action is able to be executed, then
execution of the action system stops.

Firewall: A firewall is a piece of hardware
and/or software which functions in a networked
environment to prevent some communications
forbidden by the security policy, analogous to the
function of firewalls in building construction.

Peer-to-Peer (P2P): A peer-to-peer (P2P)
computer network is a network that relies primar-
ily on the computing power and bandwidth of the
participants in the network rather than concentrat-
ing it in a relatively low number of servers. P2P
networks are typically used for connecting nodes
via largely ad hoc connections.
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ABSTRACT

Ubiquitous access and pervasive computing concept is almost intrinsically tied to wireless communica-
tions. Emerging next-generation wireless networks enable innovative service access in every situation.
Apart from many remote services, proximity services will also be widely available. People currently rely
on numerous forms of identities to access these services. The inconvenience of possessing and using these
identities creates significant security vulnerability, especially from network and device point of view in
wireless service access. After explaining the current identity solutions scenarios, the chapter illustrates
the on-going efforts by various organizations, the requirements and frameworks to develop an innovative,
easy-to-use identity management mechanism to access the future diverse service worlds. The chapter
also conveys various possibilities, challenges, and research questions evolving in these areas.

INTRODUCTION

Nowadays people are increasingly connected
through wireless networks from public places to
their office/home areas. The deployment of packet-
based mobile networks has provided mobile users
with the capability to access data services in every
situation. The next-generation wireless network
is expected to integrate various radio systems
including third generation (3G), wireless LANSs
(WLANS), fourthgeneration (4G), and others. One
motivation of this network is the pervasive comput-
ing abilities, which provide automatic handovers
for any moving computing devices in a globally

networked environment. Fast vertical handover
is considered important for managing continued
access to different types of network resources in
next generation networks (Li et al., 2005). Such
networks will provide ubiquitous service access
taking the advantages of each of these forms of
wireless communications. Service intake will be
increased significantly through the availability and
reach of innovative and easy-to-use services. Apart
from the remote service access (Web services), the
introduction of near field communication (NFC)
in use with a mobile phone can enable many new
proximity services.

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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User identity solutions and its hassle-free man-
agement will play a vital role in the future ubiqui-
tous service access. Current identity solutions can
no longer cope with the increasing expectations of
both users and service providers in terms of their
usability and manageability. Mobile and Internet
service providers are increasingly facing the same
identity management challenges as services in
both domains continue to flourish. Real-time data
communication capabilities of mobile networks
will multiply the remote service accesses through
mobile networks, if efficient identity management
and security is ensured over the wireless access.
Personalization through customized user profiles
based on their preferences will become an impor-
tant factor for success of future wireless service
access. In more advanced service scenarios, open
identity managementarchitecture enables the use of
standard user profile attributes, like age and gender,
and authorizations for service, such as location,
to bring a richer user experience. Users, network
operators, and service providers can make use ofan
openstandard technology for identity management
to meet their own specific requirements through
customizations. There is clearly a need for such
a standard for identity management that can be
applied to all ubiquitous service access scenarios.
As user needs are at the center in the service world
from business perspective, identity management
mechanism should be user-centric.

Theimpressive capabilities and reach of emerg-
ing next-generation networks, the abundance of
services, and on-going development in user device
require proper addressto the user identity manage-
ment issues which have yet met the stakeholders’
expectations. The main goal of this chapter is to
discuss these concerns. The second section dis-
cusses the background of identity management.
In the third section, requirements and framework
of identity management mechanism for wireless
service access are given mentioning the current
effortsby various organizations. Security issuesare
also a part of this mechanism. The fourth section
provides the future trends. The chapter concludes
with the summary of all discussions.

BACKGROUND

In a broadest sense, identity management encom-
passes definitions and life-cycle management for
user identities and profiles, as well as environments
forexchanging and validating such information. A
service provider issues identity to its users. Identity
life-cycle management comprises establish/re-
establishment of identity, description of identity
attributes, and at the end revocation of identity.
Attributes are a set of characteristics of an identity
thatarerequired by the service providersto identify
a user during service interactions. User authenti-
cates to the service providers as real owner of the
identity for accessing services. Authentication is
a key aspect of trust-based identity attribution,
providing a codified assurance of the identity of
one entity to another.

Next-generation wireless network includes
state-of-the-art intelligent core network and vari-
ous wireless access networks. It is expected to of-
fer sufficient capacity, quality of service (QoS),
and interoperability for seamless service access
remotely. Currently the network and thereby the
remote service access are often granted through
numerous user identification and authentication
mechanisms, such as, usernames/passwords/PIN
codes/certificates. Users have to register prior to
first usage and publish private information, often
more than what s strictly necessary for service ac-
cess. Ithampers user’s privacy. There isa growing
consensus among the legislators across the world
that individual’s rights of privacy and the protec-
tion of personal data is equally applicable in the
context of the Information Society as it is in the
off-line world. To address this issue, a user-centric
identity management framework is expected where
users having complete control over the identity
information transmission.

Some services happen in the proximity of users
at local access points. These services are accessed
through physical interactions with physical cards
or devices, for example, payment and admittance.
The use of NFC with mobile phonesto transfer user
information from one device to another boosts the
intake of proximity services. The user personal
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device is often used to store his/her identity in-
formation. To protect unauthorized service access,
usersalso needto be authenticated before accessing
such devices. It is evident that a user is burdened
with too many identities to access many remote
and proximity services. An integrated approach is
required to manage all those identities to access
all these services.

Wireless service access results in more com-
plexity to manage identities prior to accessing the
services. Besides device authentications, users need
to authenticate themselves before accessing the
wireless networks. In addition to this, because of
the size limitations, mobile devices are equipped
with smaller screens and limited data entry capa-
bilities using small keypads. For wireless services
to succeed, it is critical that the mobile users are
able to get convenient and immediate access to the
information and services they need without going
through long menus and having to enter various
usernames and passwords.

In the future, one of the key issues of identity
management in the wireless domain will be who
the identity providers will be to the users and who
will own/manage the subscriber identity module
(SIM/USIM). Itisbecause, currently, almostevery
service provider is also an identity provider for
users to access that specific service. SIM card is
in fact a smart card with processing and informa-
tion storage capabilities. With the development of
powerful, sophisticated as well as secure smart
cards, it is now considered as the storage place
for user’s identity information. In current cellular
models, the operator provides not only the wireless
access but also owns and manages SIM/USIM. In
this case, the user has little control over his/her
identity. A user is having a SIM/USIM as his/her
identity but is not allowed to modify or update it
so that he/she cannot subscribe to new wireless
providers or to whatever service providers he/she
likes. A collaborative operator model has been
thought where such identity module belongs to
the user (Kuroda, Yoshida, Ono, Kiyomoto, &
Tanaka, 2004, pp. 165-166). A third party can
provide the infrastructure to manage such identity.
This approach leads towards user-centric identity
management and provides the user with flexibility
in choosing wireless providers.

106

Identity Management

Ingeneral, common identity deploymentarchi-
tectures can be broadly classified into three types:
Silo, Walled Garden, and Federation (Altmann &
Sampath, 2006, p. 496). Current identity manage-
ment in the service world is mostly silo-based.
Silo is a simple architecture, which requires each
service provider to maintain a unique ID for each
user. This approach is simpler from a service
provider’s point of view but it is not only labori-
ous but also problematic for the user. Moreover,
it results in a huge waste of resources due to the
possession of redundant identity information inthe
service world. As studies show, users who register
with several service providers routinely forget
their passwords for less frequently used accounts.
This has a significant financial effect. On average,
$45 is spent on password reset each time a user
forgets a password (Altmann & Sampath, 2006,
p. 496). Walled Garden is a centralized identity
managementapproach where all service providers
can typically rely on one singe identity provider to
manage the user’s identity. The user is benefited
through managing only a single set of credentials.
Its inherent weakness is, once the significant bar-
rier of protection iscompromised, amalicious user
enjoys unbridled access to all resources. Lastly, in
identity federation managementagroup of service
providers forms a federation. Here, each service
provider recognizes the identifiers of other service
providers and thereby, consider a user who has
been authenticated by another service provider to
be authenticated as well. However, the real dis-
tinction between Walled Garden and Federation
approach is that here service providers have their
own unique identifiers and credentials. Though
this approach is widely accepted considering the
heterogeneity of service providers, many possible
service interaction scenarios and the requirements
of several levels of security make such a system
far more complex.

IDENTITY MANAGEMENT FOR
WIRELESS SERVICE ACCESS

Designing an identity management mechanism to
access both remote and proximity services, without
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using numerous inconvenient identity solutions, is
expected to be the main focus in the identity man-
agement for service access over wireless networks.
This section also considers the selection of a user
identity storage place, the role of identity provider,
and various other requirements to develop such a
mechanism from a wireless service access point
of view.

Requirements of Identity
Management Systems

Identity management system should be user-centric.
It means such a system should reveal information
identifying a user with user’s consent. Security is
one of the most important concerns of this system.
The system should protect the user against decep-
tion, verifying the identity of any parties who
ask for information to ensure that it goes to the
right place. In the user-centric approach, the user
will decide and control the extent of identifying
information to be transmitted. The system must
disclose the leastidentifying information possible.
By following these practices, the least possible
damage can be ensured in the event of a breach.
These are some of the requirements to design a
user-centric identity management system in The
Laws of Identity (Cameron, 2005).

Identity management system requires an in-
tegrated and often complex infrastructure where
all involved parties must be trusted for specific
purposes depending on their role. Since there are
costs associated with establishing trust, it will
be an advantage to have identity management
models with simple trust requirements (Jgsang,
Fabre, Hay, Dalziel, & Pope, 2005). Success of
an identity management system depends upon the
ability to interoperate across a trusted network of
businesses, partners, and services regardless of the
platform, programming language, or application
with which they are interacting. It should handle
user identities for both remote (Web) and proximity
service access. Above all, such a system should
be user friendly.

Identity Management Solutions and
Controversies

Variousinstitutesand industriesare working to de-
velop the required identity management solutions.
SXIP (*The SXIP 2.0 Overview,” n.d.). identity
has designed a solution to address the Internet-
scalable and user-centric identity architecture. It
provides user identification, authentication and
Internet form fill solutions using Web interfaces
for storing user identity, attribute profiles, and
facilitating automatic exchange of identity data
over the Internet. Windows CardSpace uses vari-
ous virtual cards (mimic physical cards) issued by
the identity providers for user identifications and
authentications, each retrieving identity data from
an identity provider in a secure manner (Chowd-
hury & Noll, 2007). Inthe Liberty Alliance Project
(Milleretal., 2004), members are working to build
open standard-based specifications for federated
identity and interoperability in multiple federa-
tions, thereby fostering the usage of identity-based
Web services. Within this, they are focusing on
end-user privacy and confidentiality issues and
solutions against identity theft. But these efforts
are mainly focusing on identity management in
the Internet domain.

Besides working for identity handling in a Web
domain, Liberty Alliance (Miller et al., 2004)
also provides solutions in identity management
for mobile operators. It proposes single sign-on
(SSO) to relieve the users from managing many
usernames/passwords and for fast access to the
resources. But in SSO, if a malicious attacker se-
cures one of the user’s accounts, he/she will enjoy
an unbridled access to data pertaining not only
to that account but also across all her accounts
spread across domains. Therefore, some research
approaches do notencourage such SSOs (Altmann
& Sampath, 2006, p. 500). However, a current ver-
sion of liberty, Shibboleth, reduces such risk by
providing an attribute-based authorization system.
Butinwireless serviceaccess, especially for mobile
devices seamless service sign-on solutions and
one-click access to personalized services are key
issues for successful identity management.
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Apart from possessing numerous usernames/
passwords/PIN codes for remote (Web) service
access, the user is also carrying many physical
identities for proximity service access. These in-
clude credit card, bank card, home/office access
cards, and so forth. Many researchers working
in these areas are proposing the smart cards, like
SIM/USIM currently used in mobile phones, asthe
secure storage place for the user’s identity informa-
tion because it can be revoked, users nowadays can
rarely be found without a mobile phone and there
are possibilities of security enhancements. Custom
made SIMs/USIMs having enough computational
power and storage space can be used to manage
users’ identification information and multi-factor
authentication mechanisms. Gemalto, a company
providing digital security, isinvolved indeveloping
sophisticated smart cards (e.g., SIM/USIM) based
online or off-line identity management with associ-
ated software, middleware, and server-based solu-
tions. NXP, asemiconductor company (formerly a
division of Philips), is also offering identification
products in areas like government, banking, ac-
cess control, and so forth using secure innovative
contactless smart cards and chips. Credit card
companiesarerunning varioustrials for providing
user’s payment identity handling solutions using
mobile phones and NFC technology. Tap N Go is
the name of a contactless payment trial powered
by MasterCard PayPass (2007) in the U.S. started
in 2006. In the same year, Visa completed contact-
less-based mobile pilotsin Malaysiaand the United
States, using NFC-enabled phones, complementing
existing programsin Japan and Korea. In February
2007, Visa International and SK Telecom of South
Koreaannounced the world’s first contactless pay-
ment application on a universal SIM card which is
personalized over-the-air based on Visa’s recently
introduced mobile platform (“Visa’s mobile plat-
form initiative,” 2007).

Identity providers issue identities to each user.
They have a very important central role in the
identity management business. The identity pro-
vider manages users’ identities and their access
rights to various services securely. It provides the
authentication and authorization services to the
users. Who can be the identity providers in future
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identity management systems, isa debatable issue.
Liberty Alliance (Miller et al., 2004) believes that
mobile operators are in a good position to become
the most favored identity providers, because they
possess valuable static and dynamic user informa-
tion which can be transmitted to third parties in
a controlled manner through open standard Web
service interface. Mobile operators also have the
ability to seamlessly authenticate users with the
phone number on behalf of the service provid-
ers (SP). Many contradict such roles of mobile
operators. Instead a more trusted third party, like
financial institutes and governments are also well
positioned to become preferred identity providers.
They might provide identity services for their
specific market and services that need stronger
user identities. When a user wants to subscribe to
anew wireless network, he/she asks the third party
identity providerto add new identification data into
his/her phone. In such a situation, it is possible
that a third party can even manage SIM/USIM,
which is currently done by cellular operators. It is
expected that the next-generation wireless network
will have such flexibility.

Components of User Identities

Identity management in wireless service access
needstoaddressdevice-level security, network-lev-
el security, andservice-level security (Kurodaetal.,
2004, p. 169). Therefore, the over-all user identity
comprises device, network, and service identities.
The user’s device is divided into two components,
apersonal smartcard (e.g., SIM/USIM) and mobile
deviceswithwirelessaccess capabilities. The smart
card includes user identification data that contains
user’s public or shared-secret keys, certificates for
network operators, and service providers. The card
and the device need to be mutually authenticated in
the initial setup phase because both devices have
built no relationship of trust to exchange security
information fromthe very beginning. Afterwards,
the user identifies him/herself to the card, since
it stores sensitive personal information, which is
used for network- and service-level authentication.
The user can identify through PIN, password, or
biometrics. After these authentication procedures,
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Figure 1. User identifications to ensure device-,
network-, and service-level security

Smart
card SEWIG&|E'VE| Service

D Idanllﬂcatlnn .wc-’ld @
3 ﬁ

Servica
SECUrity

R

” “
o "Device-level ™ | m
identification g__ .;Nehwrlﬂ-lml
’ identification
User . b

Device
sECUtY

Metwork
SECUFity

the card delegates user identity information to
the mobile device to authenticate wireless access
and thereby, service access. The user expects to
use services without being concerned about the
individual characteristics of each wireless access.
Network-level authentication verifies that the user
is a subscriber and has wireless access to the right
network. Service-level authentication verifies that
the user is a subscribed user to the right services.
Ineach case, service or network providers and user
device mutually authenticate each other. Figure
1 depicts the overview of device-, service-, and
network-level identifications to ensure the security
of user-device, network, and services for wireless
service access.

Integrated ldentity Management
Mechanism

Every human being is playing numerous roles in
lifeto live. To organize the user identitiesinamore
structured way, all user identities can be broadly
categorized into three areas based on the roles
he/she exercises in real life (Chowdhury & Noll,
2006). Theseare personal identity (PID), corporate
identity (CID), and social identity (SID). PIDs can
be used to identify a user in his/her very personal
and commercial service interactions. CIDs and
SIDs can be used in professional and social, in-
terpersonal interactions respectively. For example,
PIDs include bank/credit card, home/office access

card/code, and so forth. According to Dick Hardt
(keynote speech at OSCON 2005 conference),
founder and CEO of SXIP Identity, individual’s
interests, fondness, preferences, or tastes are also
partof his/her identity. These roles can be dealtwith
by user’s SIDs. Some of these identities are having
very sensitive user information therefore very strict
authentication requirements have to be met. Some
others require less secure infrastructure as they
possess not so sensitive user information.

Consideringall these aspects, instead of storing
user’s vast identity information into a single place
(a user device), these can be distributed into two
places. The less sensitive user identity information,
especially his/her SIDs can be stored in a secure
network identity space. The most sensitive iden-
tity information like user’s PIDs will be stored in
user’s personal device. The mobile phone (more
correctly the SIM card) has been proposed as the
user’s personal device (Chowdhury & Noll, 2006).
When the user subscribes to the identity services,
the identity provider (IDP) issues a certificate to
him/her. It will be stored in the device. Atthe same
time, a secure identity space in the network will
be allocated for the user too. The device identifies
and authenticates the user to access his/her network
identity space. When the user authenticates to the
device and the network, he/she can also gain ac-
cess to the network identity space (if it requires,
anoptional password can also protect such access).
The user device holds the most sensitive user
identity information. Depending on the security
requirements of the services, the possession-based
authentication (e.g., having a personal device) can
be enhanced by aknowledge factor (e.g., PIN code).
An additional knowledge-based authentication
mechanism can be used here to grant access to
sensitive PIDs stored in the device. This is how
user identities can be stored inadistributed manner
and multi-factor authentication mechanisms can
protect the security of user’s identities.

In future service access scenarios, the user
expects a hassle-free use of identities. In this re-
gard an approach is expected to integrate all user’s
identities to access every remote and proximity
services into a single mechanism. The distributed
identity infrastructure justbeing described canalso
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Figure 2. A generic diagram for integrated identity mechanism and service access
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provide an integrated mechanism to handle the
use of identities for every possible service access
over the wireless network. For example, by using
public key infrastructure (PKI) built in SIM card
user can access services of banks remotely; with
the NFC capable mobile phone user, can access
home premises transferring the stored admittance
key from user device. This is how a proximity ser-
vice access can also be handled. Figure 2 shows a
genericdiagram forintegrated identity mechanism
to handle remote and proximity service access.

In a significant move towards providing secure
ubiquitous digital credentials management; the
banking industry of Norway with a partnership
of a mobile operator initiated PKI-based BankID
(Cybertrust Case Studies Library, 2005) for iden-
tification and signing agreement on the move.
BankID for mobile phones will initially be used
in four areas: (1) logging on to Internet banks, (2)
mobile banking, (3) electronic service for business
and the public sector, and (4) account-based pay-
ment service for the Internet and mobiles.

Security Infrastructure in ldentity
Management Systems

The wireless network along with the user device
(mobile phone) can serve as the underlying se-
cure infrastructure for exchanging user identity
information and authentication messages. The
next generation network will integrate 3G and
WLAN to offer subscribers high-speed wireless
data services as well as ubiquitous connectivity
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(Siddiqui et al., 2005). Users are expected to ac-
cess countless services seamlessly over the wire-
less network. Hence, secure identity information
handling is a crucial issue in wireless service
access. In the mobile domain, the security of 3G
mobile systems has already been strengthened by
introducing longer cipher keys; mutual (network,
user) authentication; signaling and data traffic
integrity; and the extension of ciphering back into
the network (Boman, Horn, Howard, & Niemi,
2002, pp. 192-200). WLAN security has been
improved significantly with the adoption of IEEE
802.11i. Itwas created in response to several serious
weaknesses researchers had found in the previous
system, wired equivalent privacy (WEP). There
have been discussions to accomodate both 3G
and WLAN security frameworks on the IP layer
or based on 3rd Generation Partnership Project
(3GPP), but the resulting solution does not offer
fast vertical handover which is critical for session
continuity (Kurodaetal., 2004, p. 166). EAP-TLS
and EAP-AKA have been proposed to provide
strong end-to-end security and authentication to
the user in such integrated network environment
(Kambourakis, Rouskas, & Gritzalis, 2004, pp.
287-296). Due to the various weaknesses of Blue-
tooth/Infrared communications, NFC isconsidered
as the secure technology to transfer user identity
information between a user’s mobile phone and
the devices at service points. Its short range should
mitigate the risk of eavesdropping by other reader
devices. It is practically impossible to do man-
in-the-middle attack on NFC link (Haselsteiner
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& Breitfuss, 2006). Moreover, a secure channel
can be established using cryptographic protocol
between the two NFC devices.

Identity management and associated security
infrastructure will play a vital role for seamless
service interaction in the next generation wireless
network. Thereare several important requirements
of asuccessful identity management system. Such
asystem should be user centric rather than service
centric. The user expects an integrated identity
management mechanism that can handle identi-
ties for both remote and proximity service access.
Security of the underlying infrastructure is also a
crucial issue inwirelessservice access. Thissection
has discussed all these aspects in brief.

FUTURE TRENDS

3G networks are covering a wide service area and
providing ubiquitous connectivity to mobile users
with low-speed data rates which is sufficient for
most real-time communications. WLAN/Wi-Fi
networks cover smaller areas and provide high
datarates to static users. There existsastrong need
for integrating WLANs/Wi-Fis with 3G networks
to develop a hybrid of data networks capable of
ubiquitous data services and very high data rates
at strategic locations called “hotspots.” The future
wireless network is expected to attain this goal
andthereby, seamless service access. Next genera-
tion wireless network architectures envisaged to
constitute of an IP-based core network, whereas
the access network can be based on a variety of
heterogeneous wireless technologies depending on
the nature of the access cell. In this environment,
people can access many new innovative services
from anywhere and anytime. Service intake will
be increased significantly. Instead of current
identity provisions, a new identity management
mechanism is expected, especially in wireless
service access.

People no longer use many usernames and
passwords for remote service access. Instead SSO
will become popular with the provisions of addi-
tional authentication levels to meet higher security
requirements. In future identity management, the

role of an identity provider will be very critical.
The key issue will be who can be the identity
provider? Whoever will be the identity provider,
the user SIM/USIM card is in a good position to
become a secure storage place for user identity
information. Researchers are working to develop
high capacity sophisticated smart cards to meet
such demand in various service access scenarios.
In this regard, it is very important to decide who
will be the owner of such a user identity device
(e.g., SIM/USIM). For acceptability of a SIM card
as a secure identity storage place and to develop a
user-centric identity management mechanism, the
user should have rights to update or modify the SIM
card. It is expected that the business model of the
next generation network will have such flexibility.
Mobile networks or other wireless access networks
will play a vital role to ensure security for identity
information exchange. Therefore, numerous efforts
are goingontoenhance the security infrastructure
of access network’sair interface and provide strong
end-to-end protection for secure service access.

Introduction of NFC adds intelligence and
networking capabilities to the phone and creates
many new opportunitiestoadd productand service
capabilities to handset-like digital transactions
in very good proximities. It can make the mobile
phone an ideal device for payments and gaining
access. Financial institutes like credit card com-
panies and mobile manufacturers are running
various trials with NFC-enabled mobile phoned in
service access scenarios like admittance and pay-
ment. User identities for admittance and payment
services are very sensitive in nature. Therefore,
an integrated identity mechanism is expected to
deal with these proximity services and as well as
remote services.

Currently, the user expects and technology
demands service personalization, including ad-
aptation to personal preferences, terminal, and
network capabilities. Rule-based personalization
algorithms become too complex when handling
user context and preferences, thus asking for new
mechanisms allowing dynamic adaptability of
services. Semantic descriptions of user preferences
and user relations with the combination of cur-
rent developments in security and privacy issues
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can create more dynamic service provisions and
personalization. Semantic Web is seen as the next
generation of the Internet where information has
machine-readable and machine-understandable
semantics.

CONCLUSION

Current reporting from the World Factbook states
1.5 to two times as many mobile users as Internet
users for developed countries like UK, France,
and Germany and roughly three times as many
mobile users as Internet users in China (The
World Factbook, 2006). Taking into account that
mobile users are available 24/7 as compared to
an average PC usage of 137.3 min/day for male
(134.2 min/day for female) shows the importance
of mobile service access. The emerging next gen-
eration network is expecting to integrate various
access networks including 3G and WLAN/Wi-Fi
networks. Ubiquitous access for seamless service
interaction will be a reality soon.

The current identity provisions will not allow
this to happen. Users possess many identities in
various forms and identity information is stored
in a scattered way in networks. Most of the recent
developmentsare focused towards identity manage-
mentin Internet domain to access remote services.
However, some efforts also target service access
located in the proximity of users. The success of
future service access asks foranintegrated identity
mechanismto deal with both remote and proximity
service access. The creation of a user’s role-based
identity in a dynamic way and use of Semantic
Web technology will enhance user experience in
service interaction. Such adynamicand integrated
identity mechanism together with mobile, sensor
networks, and NFC-enabled mobile terminal can
improve the healthcare system for better handling
of patients, especially elderly and disabled people.
Semantic descriptions of user preferencesandrela-
tions can also improve user experience in social
interactions.

The user personal wireless device along with
a sophisticated smart card will play a key role for
identity management for wireless service access
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in terms of user identity information storage and
providing secure network and service authentica-
tion. With strong encryption, privacy, and data
integrity mechanisms, mobile networks have
the capability to provide the underlying security
infrastructure for sensitive identity information
exchange for mobile users. Mobile phonesequipped
with custom-made high capacity SIM cards can
act as a secure user identity storage place. New
developments in security mechanisms to protect
mishandling of user identities over the air inter-
phase as well as over the IP-based core network
can make the identity management for wireless
service access secure enough.
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KEY TERMS

Authentication: Authentication is to prove as
genuine.

Biometrics: Biometrics is the biological iden-
tification of a person which may include charac-
teristics of structure and of action such as iris and
retinal patterns; hand geometry; fingerprints; voice
response to challenges; the dynamics of hand-writ-
ten signatures, and so forth.

Circle of Trust: Circle of trust is a trust rela-
tionship throughagreementamong variousservice
providers.

EAP-TLS and EAP-AKA: EAP-TLS and
EAP-AKA are authentication frameworks fre-
quently used in wireless networks.

Federation: Federation is the joining together
to form a union through agreement.

IDP: Identity providers.
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Life Cycle: Life cycleisthe progressionthrough
a series of different stages of development.

PIN: Personal identification number.

Personalization: Personalization is when
something is customized or tailored for the
user, taking into consideration that person’s
habits and preferences.

Pervasive Computing: Pervasive computing
is the use of computing devices everywhere and
these devices communicate with each other over
wireless networks withoutany interactions required
by the user.

Proximity Service: Proximity services are
those available close to the users.

114

Identity Management

Revocation of Identity: Revocation of identity
is the act of recalling or annulling the identity.

SP: Service providers.

Single Sign-On (SSO): SSO on is the abil-
ity for users to log on once to a network and be
able to access all authorized resources within the
domain.

Smart Card: Smart card is a card containing
a computer chip that enables the holder to perform
various operations requiring data stored on chip.

Ubiquitous: Ubiquitous is being or seeming
to be everywhere at the same time.
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ABSTRACT

This chapter provides a survey of privacy-enhancing techniques and discusses their effect using a sce-
nario in which a charged location-based service is used. We introduce four protection levels and discuss
an assessment of privacy-enhancing techniques according to these protection levels.

INTRODUCTION

Privacy is a very complex topic that touches legal,
social, and technical issues. In this chapter we are
focussing onthe technical aspect of howto preserve
privacy on the Internet. Throughout this chapter
we define privacy as users’ capability to determine
who may know, store, and compute their data.
Privacy is one of the major concerns of Internet
users (Cranor, 2000). The combination of wire-
less technology and Internet provides a means to
combine real-world and cyber-world behaviour.
Thus, extending Internet use to mobile devices is
going to aggravate privacy concerns. But, privacy

concerns influence also the revenue of companies
which are offering their service via the Internet
(Federal Trade Commission[FTC], 1999). Sothere
IS an interest in proper preserving of privacy on
both sides. Especially big enterprises may suffer
a lot from loss of trust in case they cannot protect
the privacy-relevant data or do not adhere to their
own privacy policies (Anton, He, & Baumer, 2004;
Barbaro & Zeller, 2006).

Privacy-enhancing technologies (PETs) have
become a hot research topic in the last few years,
leading to a plethora of approaches that intend to
protect privacy. This chapter providesan overview
of PETs and discusses their effect on information

Copyright © 2008, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



disclosed while usingalocation-based service from
a mobile device. In addition, an assessment of the
protection level that can be achieved by applying
the introduced meansis provided. Thus, thischapter
helps scientists to understand what is going on in
the privacy research area so they can identify new
research topics more easily. In addition, it enables
practitioners to find approaches that allow them to
build a privacy-preserving system.

The rest of this chapter is structured as follows.
We first discuss privacy protection goals and pro-
vide an example that outlines which information
can be gathered while using a charged service.
In the third section we explain privacy-enhanc-
ing technologies. A discussion of the protection
level achieved by individual means is given in
the fourth section. The chapter concludes with an
investigation of the currently reached deployment
of privacy-enhancing techniques and a discussion
of new research challenges.

PRIVACY PROTECTION GOALS

While browsing the Web or doing e- or m-com-
merce every user exposes information about
his/her interests, personal data, and so forth to
one or several of the following service provid-
ers: network service provider, for example, telco
company; Internet service provider, for example,
online book store; context service provider, for
example, location handling system; and payment
service provider, forexample, his/her bank. Perfect
privacy can be achieved if and only if the user
reveals no information at all. Since this excludes
the user from all benefits online services provide
it is not a reasonable choice. The most valuable
alternative is to disclose as little information as
possible and only to the service provider who es-
sentially needs this information.
Inordertoachieveareasonable good separation
of information, personal data and communication
habits have to be protected at network as well as
at application level. The former is an essential
prerequisite of the latter, that is, protection at the
application level does not make any sense as long
asno protection at the network level isused. Protec-
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tion at application level is much more difficult to
achieve than protection at the network level. Here
some information has to be revealed in order to get
a useful service, that is, data has to be given away
and therefore it has to be protected somehow. At
the application level two dimensions have to be
considered to prevent detailed profiling: time and
location (in the sense of data gathering entity).
The time dimension hinders service providers to
construct a relationship between different service
uses executed by the same individual butat different
points in time. The location dimension provides
separation of information between several service
providers so that each one of them knows only data
of a specific type.

Inthe following subsection we discussaservice
scenario in which the current position of the user
is requested by the service provider, who is also
charging for the service. We use this scenario to
show which data is known by which party of the
whole system. We will also refer to this scenario
later on to illustrate the effect of the privacy-en-
hancing techniques discussed in the following
section.

Example

Inthissection we presentacharged location-based
service scenario thatshows privacy issues in detail.
It shows the information flow between the involved
parties and the resulting dependencies that may
cause privacy flaws.

The service provides its mobile user with in-
formation that is dependent on the location of the
user. Additionally, the user pays for the information
using a payment protocol. As shown in Figure 1
there are five parties, besides the user, involved
in this scenario.

1. Positioning system is used to sense the cur-
rent location of the user. Depending on the
kind of the system the location information
is sent to the location handling subsystem
either direct from the positioning system
or is forwarded by the user. In the first case
the role of the user in location information
forwarding is passive, in the latter active.
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Figure 1. The data exchange in the charged location-based service scenario
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2. The location handling subsystem combines
the location information together withthe user
identity. This subsystem may be a part of the
service, or it may be a part of the positioning
system with passive user role. Of course, it
may also be a stand-alone infrastructure
part that manages the location information
for multiple users and provides it to multiple
services.

3. The payment provider transfers money in
order to allow the user to pay the service for
the information.

4.  The service provides the user with informa-
tion based on the current location of the user
received from the location handling subsys-
tem.

5. Anadditional, butvirtual party isthe network.
It may be a local network or the Internet. It
may introduce parties that, generally, can be
considered as eavesdroppers.

Each party of the scenario has some of the user
data. In other words they have akind of knowledge.
Table 1 shows the distribution of knowledge be-
tween these parties. Additionally, if not protected
by means of cryptography the user dataisavailable
to eavesdroppers.

The habits of the user are reflected in his/her
location and purchase history. Even if the content
of the purchased information is not known, the fact

that the user communicated with or paid a specific
service provider causes privacy flaws. Table 1
shows that in this scenario a detailed profiling of
the user is possible if he/she always provides the
same identifier to the individual service providers.
So, almost every party in the scenario can create a
kind of profile. The situation becomes even worse
if the service providers are collaborating to get a
more detailed profile of the user.

DISCUSSION OF PRIVACY-
ENHANCING TECHNIQUES

In this section we provide an overview on privacy
enhancing techniques but do not discuss basic
technologies such as cipher means. Throughout
this section we assume that all messages are en-
crypted in order to avoid eavesdropping and easy
observation of user activities by third parties. We
start with the discussion of network level protec-
tion means, before we describe application level
approaches.

Network Level Privacy Protection
An often used approach intended to increase the

security is the application of a proxy chain, which
provides better security than use of a single proxy.
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Table 1. Distribution of the knowledge about the user in the scenario. Information in brackets can also
be available to the corresponding parties depending on the setup.

Party

Knowledge about the user

User

Identity
Purchased information
Location

Positioning system

(Location)
(ldentity)

Location handling

Location
ldentity

Payment provider

subsystem Kind of purchased information
Identity
. Purchased information
Service .
Location
Identity

Kind of purchased information

network

(Kind of purchased information)
(ldentity)

(Purchased information)
(Location)

By this means the messages are forwarded from
one proxy to another and eventually to the desti-
nation. Without additional security mechanisms
this approach cannot be recommended since every
proxy has access to data and at least the destina-
tion address, so that no protection improvement is
achieved. Animprovement of the proxy chain idea
isthe crowds approach (Reiter & Rubin, 1998). Each
user runs a program called Jondo. This programis
the local access of the user to the proxy network
and also a proxy for other users in the network. If a
Jondo proxy receives a packet it randomly decides
whether to forward the packet to another Jondo or
to send it to its destination. The receiver and also
an external eavesdropper cannot decide whether
the packet was originally sent by the direct peer
or by another computer in the crowd, because the
encrypted packets will be re-encrypted on every
proxy. However, since every proxy still has access
to content and destination address, the crowds ap-
proach still has security and privacy flaws.

118

In 1981 Chaum proposed mix networks as solu-
tion that solves the open issues. Mix networks are
a combination of proxy chains and asymmetric
cryptography. Instead of forwarding the plain mes-
sage, every packet is encrypted using pubic-key
cryptography (PKC). PKC allows every sender to
encryptthe message with the publicly known public
key of the proxy. Only the specific proxy is able to
decryptthe message with the corresponding private
key. The idea of mix networks is to encrypt the
actual message with the public keys of aset of proxy
servers (also called stages or mixes). Encryption is
performed cascaded in reverse order of the mixes
thatwill receive the packet. Additionally to the mes-
sage, each encryption layer contains the address of
the next mix in the chain or the final receiver. That
is, first the sender encrypts the message together
with the address of the receiver using the public
key of the last mix in the chain, while this cipher
text is encrypted together with the address of the
last mix using the key of the second last mix, and
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so on. Every mix only knows the previous and the
next computer in the chain. No mix but the first
knows the sender, and no mix but the last has in-
formation about the receiver. A single proxy is not
able to disclose sender or receiver. Only with the
private keys of every mix in the network it is pos-
sible to reconstruct the path from the sender to the
receiver. Such alliance is unlikely if individuals or
organizationswith differentinterestsadministrate
the mixes on the route. As long as one mix on the
route does not cooperate in order to reconstruct
the route the anonymity is preserved. Indeed, it
is required that many users use the mix network.
In order to strengthen the privacy every mix can
delay and reorder messages. Due to the successive
decryption on every mix recognition of forwarded
packets is prevented.

Though mix networks have been matured, are
available, and very safe, they also have some prob-
lems. First, the effective transfer speed is limited.
While for mail applications it is not a problem and
for the Web mostly acceptable, for example, real-
time video streams are hardly possible. A survey
on mix networks available in Sampigethaya &
Poovendran (2006) provides insight into both the
design and weaknesses of existing solutions.

Similar approaches such as onion routing
(Reed, Syverson, & Goldschlag, 1998), crowds
(Reiter & Rubin, 1998), and Web mixes (Berthold
& Kohntopp, 2000) have been reported in the past.
The first two are in contrast to the original mix
approach vulnerable to traffic analysis attacks, but
they are more efficient. The Web mixes provide
the same level of privacy as mix networks, but are
optimized for real-time traffic such as browsing
the Web. The comparison of these approaches
discussed in Berthold and Kohntopp clearly shows
that better protection of user privacy comes at the
cost of less efficiency.

Several projects have realized implementations
of mix networks. The Tor-network (“Tor: Over-
view,” n.d.) is a freely available open peer-to-peer
(P2P) solution of a mix network. Every Internet
user may open amix server that can be part of ran-
domly selected routes through the network. Before
transmitting a packet the sender selects a route and
encrypts the message with the public keys of the

corresponding mixes. Both input and output mix
change from connection to connection. In contrast
the Java Anon Proxy (JAP) (Project: AN.ON, n.d.)
uses fixed routes, termed mix cascades. The mixes
are administrated by independent, well-reputed
partners. Though JAP is more reliable and more
trustworthy than a P2P network, it shows a weak-
ness with respect to privacy for the user. If the last
mix detectsillegal content, all mixes inthe cascade
work together and log the incident together with
the subjects.

Mix networks are probably the best way to
protect privacy on the network level. On this level
they are a means that provide provable perfect
security. However, the gain of privacy can turn
useless if privacy is not additionally protected on
the application layer.

Application Layer Privacy Protection
Location Protection

In Gruteser and Grunwald (2003) an approach is
presented that reduces the accuracy of location
information in order to prevent re-identification of
objects using location-based services. Two dimen-
sions, thatis, space and time can be modified by the
system. So, instead of a single position a region is
reported tothe location-based service, or instead of
asingle point in time an interval in which the user
was ata certain position is reported. The fuzzifica-
tion of the dataisdone atatrusted server whichalso
extracts the user identity and network address. The
communication between the user and the trusted
server is protected by cryptographic means and
use of mix networks. The major drawback of this
approach is that the trusted server knows almost
everything about the user, that is, his/her identity,
network address, when he/she was where, as well
as which services he/she used.

Another approach, which was not actually
designed for privacy on the first hand, releases
positioninformationonly in case they may be actu-
ally needed (Treu & Kipper, 2005). For proximity
detection of two objects that actively report their
location, location updates are not necessary as
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long as either of them remains in a certain circular
surrounding. Consider two moving objects A and
B that report their location to the infrastructure.
Thereisaregistration for aproximity event between
A and B of equal or less than 1 km. Their current
positions are at 101 km distance. Both objects are
notified about a logical circular region with 50 km
radius around their current position. These circles
do not intersect and have a minimum distance of
1 km. That is, while either objects moves only
within the given circle there is no chance that
the objects are closer than 1 km. Hence neither
of them needs to report its actual location to the
infrastructure, so the location server only knows
that a certain region within the user is moving
and thus no detailed location tracking is possible.
Since the system was not designed originally for
privacy protection purposes, no meanstowithhold
the user’s identity from the server or protection of
the communication between the location server
and the user are investigated.

Use of Pseudonyms

The idea of pseudonyms is to hide the real identity
of a user by using a bogus identity. Nicknames
used inchatroomsare widely known pseudonyms.
Pseudonyms prevent service providers from link-
ing an isolated transaction to a certain user. There
are several approaches that propose the use of
pseudonyms in order to protect user privacy (Ber-
thold & Koéhntopp, 2000; Jendricke & Gerd tom
Markotten, 2000; Jia, Brebner, & D’Uriage, 2004;
Koch & Worndl, 2001). The fundamental differ-
ence between those approaches is that Jendricke
and Gerd tom Markotten and Berthold manage
the different user pseudonyms at the user’s own
device, whereas Koch and Woérndl and Jia et al.
propose the use of a centralized pseudonym ser-
vice. The major drawback of systems relying on
a centralized pseudonym management is that they
still know the user’s real identity, which services
the user required and so forth, that is, they have a
detailed user profile. Thus, such solutions provide
only limited privacy to their users. The positive
aspect of these systems is that information such as
network addresses cannot be used by third parties
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to link pseudonyms, if the system acts as a proxy
for its users as described in Jia et al.. In case of
systemsthatstill require directinteraction between
their users and potential service provides such as
Koch and Woérndl this benefit is no longer there.
On the other hand, centralized systems provide
means to identify individual users if necessary,
that is, after incorrect behaviour was detected.
This may help to increased acceptance of such
systems on the service provider site. Decentral-
ized approaches such as the one by Jendricke and
Gerd tom Markotten allow each user to define
pseudonyms himself/herself, so that there is no
other entity, which has complete knowledge of
real identity, and cyber world behaviour. The open
issue that network addresses can be used to link
pseudonymstogether can be solved by additionally
using mix networks.

Pseudonymsare also usedto realize anonymous
e-cash systems, which are explained in the next
paragraph.

Anonymous Payment Systems

In an electronic payment scheme there are at least
three parties. Let us describe the minimum setup.
The shop or service provider delivers goods or ser-
vicestothe userinreturn of amonetary equivalent
by means of payment provider. Figure 2 shows
the flow of the virtual money in this setup. The
payment provider issues some kind of electronic
money the user uses to pay the service provider
for its services. There can be multiple instances
of aforementioned parties, but to simplify the de-
scription only the presented flow of virtual money
is assumed.

But besides the flow of the money there is also
flow of information about the user. If the payment
provider canrecognize the electronic money tokens
it issued for the user it can create a history of the
service providers the user prefers. On the other
hand, if the service provider can recognize the user
each time the user uses the service then the history
of user purchases can be created. By combining
the knowledge of these two parties a complete
profile of the user can be created. To avoid the
possibility of profiling the user, that is, to improve
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Figure 2. The flow of the virtual money in an elec-
tronic payment scheme

service provider

his/her privacy, there is a need for mechanisms
that remove the link between the payments and
the user identity. Thus, payment providers that use
credit card like approaches, where the link to the
user identity is strong, are to be avoided in privacy
protecting systems.

The protection against profiling done on the
payment provider side is especially important be-
cause usually during the token creation processthe
payment provider has access to the identity of the
user. The remedy is to create the electronic money
tokens in such a way that the payment provider
cannot recognize them as they are returned by
the service provider. The basic mechanisms that
can be used for that purpose are blind signatures
and anonymity as they were introduced in Chaum
(1985). However, complete anonymity causes sev-
eral problems, for example, the user can try to use
one token twice without any consequences in case
of success. To avoid this problem, improvements
to the basic scheme were introduced. Revocable
anonymity introduced in Brands (1993) allows
linking the user identity with the token if the user
used a single token twice. Generally, there is a
trade-off between the security of the electronic
payment scheme and the privacy level it provides
to the user. As already stated, completely anony-
mous schemes usually suffer from security flaws.
Onthe other hand, completely secure ones provide
less privacy. Anyway, for security reasons there is
a need for the inclusion of the identity of users in
their tokens. This is usually done in an encrypted

form that allows to reveal the user identity only
in case of user mishehaviour.

To avoid the user profiling by the service pro-
vider, there is a need to remove any link between
any two transactions or sets of transactions, de-
pending on the desired granularity. To allow this,
the electronic payment scheme tokens shall not
contain any clue that might lead to linking any two
tokens or sets of tokens that belong to the same
user. Additionally, if any identification is needed,
the user shall use pseudonyms while talking to
the service provider. Changing the pseudonym
frequentenough helpsto remove the links between
transactions.

Descriptive Approaches

There exist a number of technologies that do not
actually protect privacy in a technical manner but
rather in a descriptive way. That is, the parties
involved in a data exchange agree on certain state-
ments about the content and use of the data to be
gathered, stored and /or processed. Most prominent
representatives for such descriptive approaches
are P3P (Cranor, Langheinrich, Marchiori, Pre-
sler-Marshall, & Reagle, 2002) and GEOPRIV
(Peterson, 2005).

1. P3P/APPEL

The goal of P3P is to increase user trust and
confidence in the Web. P3P provides a technical
mechanism to inform users about the intended
privacy policies of service providersand Web sites.
The P3P specification defines the following:

e Astandard schema for data a Web site may
wish to collect, known as the “P3P base data
schema.”

e A standard set of uses, recipients, data cat-
egories, and other privacy disclosures.

e An XML format for expressing a privacy
policy.

*  Ameansofassociating privacy policies with
Web pages or sites, and cookies.

The P3P policy further states consequences in
case of privacy breach. P3P complements legis-
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lature and self-regulatory programs in helping to
enforce Web site policies.

APPEL (World Wide Web Consortium [W3C],
2002) can be used to express what a user expects
to find in a privacy policy. P3P and APPEL merely
provide a mechanism to describe the intentions of
both sides than means to protect user data after
agreeing to use the service.

There are several privacy-related tools that are
based on P3P and APPEL specifications. AT&T’s
(n.d.) Privacy Bird is a free plug-in for Microsoft®
Internet Explorer. Itallows usersto specify privacy
preferences regarding how a Web site stores and
collects data about them. If the user visits a Web
site, the Privacy Bird analyzes the policy provided
and indicates whether or not the policy fits to
the users preferences. The Microsoft® Internet
Explorer 6 (Microsoft, n.d) and Netscape® 7
(Netscape, n.d.) embed a similar behaviour. They
allowthe userto setsome options regarding cookies
and are capable of displaying the privacy policy
in human readable format. All these tools are a
valuable step into the right direction, but they
still lack means to personalize privacy policies.
Steps towards personalized privacy policies are
discussed by Maaser and Langendoerfer (2005)
and Preibusch (2005). In Preibusch a fine-grained
choice from a set of offered policies is proposed
whereas a form of a bargaining in which neither
party fully publishes all its options is proposed in
Maaser and Langendoefer.

Privacy policies allow for “opting-out” of or
“opting-in” to certain data or data uses. But they
do not provide a technical protection means. The
user has no control on the actual abidance of the
policy but still has to trust that his/her personal
data is processed in accordance to the stated P3P
policy only. Enforcement of the policy abidance
could be done by hippocratic databases or other
means.

2. |IETFs GeoPriv
GEOPRIV is a framework (Cuellar, Morris, Mul-
ligan, Peterson, & Polk, 2004) that defines four

primary network entities: (1) a location generator,
(2) a location server, (3) a location recipient, and a
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(@) rule holder. Forappropriate interaction between
those three interfaces are defined, including a pub-
lication interface and a notification interface.

GEOPRIV specifies that a “using protocol” is
employed to transport location objects from one
place to another. Location recipients may request
a location server to retrieve GEOPRIV location
information concerning a particular target. The
location generator publishes location information
to a location server. Such information can then be
distributed to location recipients in coordination
with policies set by the rule maker, for example,
the user whose position is stored.

A using protocol must provide some mecha-
nism allowing location recipients to subscribe
persistently in order to receive regular notification
of the geographical location of the target as its
location changes over time. Location generators
must be enabled to publish location information
to a location server that applies further policies
for distribution.

One of the benefits of this architecture is that
the privacy rules are stored as part of the location
object (Cuellar et al., 2004). Thus, nobody can
claim that he/she did not know that access to the
location information was restricted. But misuse is
still possible and it is still not hindered by techni-
cal means.

Server Side Means

In order to ensure privacy after agreeing to a
certain privacy policy or privacy contract suitable
means on the data gathering side are needed. Such
could be hippocratic databases (Agrawal, Kiernan,
Srikant, & Xu, 2002), HP Select Access (Casassa,
Thyne, Chan, & Bramhall, 2005), Carnival (Arne-
sen, Danielsson, & Nordlund, 2004), PrivGuard
(Lategan & Olivier,2002). All these systems check
whetheranagreed individual privacy policy allows
access to certain data for the stated purpose and
by the requiring entity.

There are several approaches that try to protect
privacy in location-aware middleware platforms
(Bennicke & Langendorfer, 2003; Gruteser &
Grunwald, 2003; Langendorfer & Kraemer, 2002;
Synnes, Nord, & Parnes, 2003; Wagealla, Terzis,
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& English, 2003). In Langendorfer and Kraemer;
Bennicke and Langenddrfer; and Wagealla et al.
means are discussed that enable the user to declare
how much information he/she is willing to reveal.
In Synnes et al. the authors discuss a middleware
that uses user-defined rules, which describe who
may access the user’s position information and
under which circumstances. The approach inves-
tigated in Gruteser and Grunwald intentionally
reducesthe accuracy of the position informationin
order to protect privacy. All these approaches lack
means to enforce access to user data according to
the access policy defined by users. A combination
of the location-aware middleware platforms with
protection means sketched previously would clearly
improve user privacy. A first step in this direction
was reported in Langendorfer, Piotrowski, and
Maaser (2006) where users are enabled to generate
Kerberos tokens on their own device and where
the platform checks these tokens before granting
access to user data.

ASSESSMENT OF PRIVACY-
ENHANCING TECHNIQUES

In this section we discuss the protection level that
can be achieved by applying privacy-enhancing
techniques. Inorderto clarify how different classes
of approaches effect user privacy we resume our
example from the Privacy Protection Goals sec-
tion and show which data is protected by which
means. Thereafter we identify the protection level
achieved by each class of protection means.

Evaluation of Presented Techniques

For the evaluation of the privacy-enhancing tech-
nigques we resume our example. Table 2 shows that
each class of privacy-enhancing techniques has its
own merit and is applicable for a specific type of
information. The fact thatall techniques have been
designed to protect specific information allows
easy combination of several approachestoimprove
user privacy. In the case of e-cash with revocable
anonymity the use of different pseudonyms is es-
sential in order to prevent service providers from

linking individual transactions by using un-altered
pseudonyms. Along these lines, the use of identity
management systems becomes essential in order
to ensure that all pseudonyms are used correctly,
when interacting with service providers. In addi-
tion, support for the generation of pseudonyms can
be of help in order to guarantee a minimal level of
pseudonym quality.

In Table 2 we have not included descriptive
and server-side approaches. With the former data
gathered depends onuser preferencesandthe latter
provides protection against misuse only after the
fact, that is, it has no influence on the data accu-
mulated in a certain service provider’s database.

Protection Level

In order to asses the protection a certain PET can
provide we use a classification with four protec-
tion levels:

. High: Technical means are given to ensure
that the amount of data that can be gathered
by a service provider is restricted to a mini-
mum or matches the user’s requirements. So,
no detailed information can be deduced from
gathered data. The downside isthat no value-
added services can be provided or a service
may not be provided at all.

. Medium: The data that are gathered can not
only be determined by the user, but he/she
keeps somewhat control over them. This
control might be either an active data con-
trol, that is, an obeyed request for deletion,
or passive control that specifies certain rules
on how these data shall be dealt with in the
future or for certain purposes.

. Low: The user can determine which of
his/her data is gathered. Especially if there
is no proven technical means to protect the
data, it is the task of the service provider
to ensure the security of the gathered data.
The drawbacks for service providers could
be that users are hesitant to use their service
if they cannot prove the security/privacy of
the data.
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Table 2. The sets of user data each party can link per transaction. The positing system can get informa-
tion only if the user role is passive, that is, the system tracks the user.

Party unprotected pseudonyms anonymous e-cash
1. Identity 1. Identity
. 11 Location system user 11 Location system user
1. Identity
. pseudonym pseudonym
2. Location - X
- . 1.2 Service user pseudonym 1.2 Service user pseudonym
User 3. Service provider -
. 1.3 E-cash user pseudonym 2. Location
4. Purchase details . - .
2. Location 3. Service provider
3. Service provider 4. Purchase details
4. Purchase details
Positioning . )
system ®: @ @y @ @, @
Location
handling 1,2, 3 11; 2; 3 11, 2; 3
subsystem
Service provider 1,2 3 4 11;12;13;2;3;4 11;12;2; 3,4
Payment provider | 1; 3 3 3
Network 1,2 34 11,1.2,1.3,2;3; 4 11,1.2;2;3; 4
unencrypted
Network 3 3 3
encrypted
Network with ) ) )
MIX

. None: The user, respectively, the owner of the
data, has no influence on the kind of data that
is gathered, which information gets inferred
or derived. In addition, the service provider
or data collector respectively applies no ap-
propriate means to protect the information
or privacy. In this case we cannot speak of
privacy at all. Such an environment enables
service providers or others to gather as much
and almost any data they want. Besides the
drawback for service users having no privacy
at all is it most likely diminishes the trust of
the users or potential customers respectively
into such services.

In the classification of the PET according to
protection levels we are focussing on the strength
of the classes of mechanism and neglect the side
effects. We are aware of the fact that real system
properties such as the number of participants have
significant impact on the protection level. For ex-
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ample, anonymous e-cash schemes provide a high
level of protection since they prevent the user’s
bank from learning aboutthe usersonline purchase
habits as well as the service provider from reveal-
ing the users identity. But if the anonymous e-cash
scheme is used by a single customer of the bank
only, the protection provided by the anonymous
e-cash scheme collapses to the protection against
the service provider, since the bank can easily link
the e-coins to the user’s identity.

Table 3 shows the protection level of all pre-
sented classes of privacy-enhancing techniques
such as mix networks and so forth. Here we did
not consider individual differences in a class since
weighting individual the drawbacks of similar ap-
proaches depends much on personal preferences
and technical differences are already discussed in
the Discussion of Privacy-Enhancing Techniques
section.
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Table 3. Protection level of the individual privacy-enhancing techniques at network and application

level
. Anonymous Descriptive DA + server side | Location
Mix networks Pseudonyms approaches . .
e-cash technologies protection
(DA)

Application none medium High low medium lOWf

level medium

Network level high none None none none none
CONCLUSION (2000) and Novak, Raghavan, and Tomkins (2004)

Inthis chapter we have presented privacy-enhanc-
ing techniques that have evolved during the last
decades. If all these techniques are combined and
used in the correct way, user privacy is reasonably
protected. The sad point here is that despite the
fact that some of these approaches are quite well
understood, they are still not in place. So despite
that privacy protection is theoretically possible in
the real world it is hard to achieve. Only different
versions of Chaum’s (1981) mix network approach
and P3P (Cranor et al., 2002)/APPEL (W3C, 2002)
are currently in place to protect user privacy, and
experienced Internet users are using different
pseudonyms while browsing the Web or doing
e- or m-commerce.

From our perspective, most of the privacy-en-
hancing techniques still suffer from acceptance
issues. Anonymous e-cash lacks support from
banks. Service providers might also be reluctant
to accept fully anonymous e-cash due to the chal-
lenging fraud protection mechanisms involved.
Evenusing mix networks is problematic nowadays.
Many service providers block their access if they
recognize usage of mix networks. Officially it is
mostly justified with crime prevention, though it
can be assumed that they do not want to lose valu-
able additional user information.

The paradigm shift in Internet use from wired
to wireless also leads to new challenges. Resource
consuming, privacy-enhancing technigues cannot
be applied by mobile service users. This holds
especially true for use of mix networks.

New technologies such as Web 2.0 allow com-
pletely new kinds of attacks. In Rao and Rohatgi

the individual way of writing was described as a
means to link pseudonyms together. As long as
service users are only entering a pseudonym and
an e-mail address into Web forms they are still
safe, but writing exhaustive comments in news
groups or blogs provides sufficient material to
link pseudonyms.

Pervasive computing is going to become a real
challenge for privacy-enhancing techniques. A lot
of information can be gathered by the environment
and up to now it is still an open issue how such an
environment can be adjusted to individual privacy
preferences.

ADDITIONAL READING

Additional reading can be found on the Web pages
of the EU-projects, Future of Identity in the In-
formation Society (FIDIS), Privacy and Identity
Management for Europe (PRIME), and Safeguards
inaWorld of AMbient Intelligence (SWAMI). The
first two projects are focusing on identity manage-
ment issues whereas SWAMI deals with privacy
issues in pervasive environments. The research
agenda of FIDIS (http:/www.fidis.net) includes
virtual identities, embodying concepts such as
pseudonymity and anonymity. PRIME (https://
www.prime-project.eu) aims to develop aworking
prototype of a privacy-enhancing identity manage-
ment system. In contrast to other research projects
PRIME also aims at fostering market adoption of
PETSs. Privacy issues in pervasive environments
have not been intensively investigated by the re-
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search community in recent years. A first attempt
is made by the SWAMI project (http://swami.jrc.
es), which focused on AMI projects, legal aspects,
scenarios, and available PET.

The workshop series “Privacy Enhancing
Technologies” published in Springer’s LNCS series
(2482, 2760, 3856, 3424, 4258) provides a great
variety of publications dealing with technological,
social, and legal aspects of privacy.
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