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Ensuring secure transmission and good quality of service (QoS) are key

commercial concerns in ad hoc wireless networks as their application in

short range devices, sensor networks, control systems, and other areas con-

tinues to develop. Focusing on practical potential solutions, this text covers

security and quality of service in ad hoc wireless networks.

Starting with a review of the basic principles of ad hoc wireless networking,

coverage progresses to the vulnerabilities these networks face and the require-

ments and solutions necessary to tackle them. QoS in relation to ad hoc

networks is covered in detail, with specific attention to routing, and the basic

concepts of QoS support in unicast communication, as well as recent develop-

ments in the area. There are also chapters devoted to secure routing, intrusion

detection, security in WiMax networks, and trust management, the latter of

which is based on principles and practice of key management in distributed

networks and authentication.

This book represents the state of the art in ad hoc wireless network security

and is a valuable resource for graduate students and researchers in electrical

and computer engineering, as well as for practitioners in the wireless commu-

nications industry.
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Preface

Security and quality of service in ad hoc wireless networks have recently

become very important and actively researched topics because of a growing

demand to support live streaming audio and video in civilian as well as military

applications.While a couple of books have appeared recently that deal with ad

hoc networks, a comprehensive book that deals with security and QoS has not

yet appeared. I am confident that this book will fill that void.

The book grew out of a need to provide readingmaterial in the form of book

chapters to graduate students taking an advanced wireless networking course

that I was teaching at the Virginia Polytechnic Institute and State University.

Some of these book chapters then subsequently appeared as chapters in hand-

books and survey papers in journals.

This book contains eight chapters in total, of which five chapters deal with

various aspects of security for wireless networks. I have devoted only one

chapter to the quality of service issue. Chapter 1 introduces basic concepts

related to an ad hoc network, sets the scene for the entire book by discussing

the vulnerabilities such networks face, and then produces a set of security

requirements that these networks need to satisfy to live up to the challenges

imposed by the vulnerabilities. Chapter 1 also introduces basic concepts regard-

ing quality of service as it relates to ad hoc networks. In my presentation in this

book, I have assumed that the reader is familiar with basic computer security

mechanisms as well as the well known routing protocols of ad hoc networks.

Chapter 2 presents an overview of the wireless security for infrastructure-

based wireless LANs that are based on the IEEE 802.11b standard, wireless

cellular networks such asGSM,GPRS, andUMTS, andwireless personal area

networks such as Bluetooth and IEEE 802.15.4 standard-based networks.

Various possible threats and attacks on ad hoc networks are discussed in

Chapter 3. Possible security solutions against such attacks are then presented

in various chapters of the book.
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The security schemes that govern trust among communicating entities are

collectively known as trust management. Chapter 4 presents various trust

management schemes that are based on the principles and practice of key

management in distributed networks and authentication. Chapter 5 addresses

the issue of intrusion detection in ad hoc networks. It includes a discussion on

both types of intrusion detection schemes, namely anomaly and misuse detec-

tion, and presents most of the prominent intrusion detection schemes available

in the literature.

The topic of quality of service for ad hoc networks is covered in Chapter 6.

Supporting appropriate quality of service for mobile ad hoc networks is a

complex and difficult issue because of the dynamic nature of the network

topology, and generally imprecise network state information. This chapter

presents the basic concepts of quality of service support in ad hoc networks for

unicast communication, reviews the major areas of current research and

results, and addresses some new issues. Secure routing is the theme for

Chapter 7, in which I describe the various algorithms that have been proposed

to make the ad hoc routing more secure.

The IEEE 802.16 is a new standard that deals with providing broadband

wireless access to residential and business customers and is popularly known as

WiMax. This standard has several provisions for ensuring the security of and

privacy to applications running on WiMax-enabled networking infrastruc-

ture. I discuss the security and privacy features of this standard in Chapter 8.
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Introduction

Wireless mobile ad hoc networks consist of mobile nodes interconnected by

wireless multi-hop communication paths. Unlike conventional wireless net-

works, ad hoc networks have no fixed network infrastructure or administrative

support. The topology of such networks changes dynamically as mobile nodes

join or depart the network or radio links between nodes become unusable. In

this chapter, I will introducewireless ad hoc networks, and discuss their inherent

vulnerable nature. Considering the inherent vulnerable nature of ad hoc net-

works, a set of security requirements is subsequently presented. The chapter also

introduces the quality of service issues that are relevant for ad hoc networks.

1.1 Ad hoc networking

Conventional wireless networks require as prerequisites a fixed network infra-

structure with centralized administration for their operation. In contrast, so-

called (wireless) mobile ad hoc networks, consisting of a collection of wireless

nodes, all ofwhichmaybemobile, dynamically create awireless network amongst

themselves without using any such infrastructure or administrative support [1, 2].

Ad hoc wireless networks are self-creating, self-organizing, and self-administer-

ing. They come into being solely by interactions among their constituent wireless

mobile nodes, and it is only such interactions that are used to provide the

necessary control and administration functions supporting such networks.

Mobile ad hoc networks offer unique benefits and versatility for certain

environments and certain applications. Since no fixed infrastructure, including

base stations, is prerequisite, they can be created and used ‘‘any time, any-

where.’’ Such networks could be intrinsically fault-resilient, for they do not

operate under the limitations of a fixed topology. Indeed, since all nodes are

allowed to be mobile, the composition of such networks is necessarily time

varying. Addition and deletion of nodes occur only by interactions with other
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nodes; no other agency is involved. Such perceived advantages elicited

immediate interest in the early days among military, police, and rescue agen-

cies in the use of such networks, especially under disorganized or hostile

environments, including isolated scenes of natural disaster and armed conflict.

See Fig. 1.1 for a conceptual representation. In recent days, home or small-

office networking and collaborative computing with laptop computers in a

small area (e.g., a conference or classroom, single building, convention center,

etc.) have emerged as other major areas of application. These include com-

mercial applications based on progressively developing standards such as

Bluetooth [3], as well as other frameworks such as Piconet [4], HomeRF

Shared Wireless Access Protocol [5], etc. In addition, people have recognized

from the beginning that ad hoc networking has obvious potential use in all the

traditional areas of interest for mobile computing.

Mobile ad hoc networks are increasingly being considered for complex

multimedia applications, where various quality of service (QoS) attributes

for these applications must be satisfied as a set of predetermined service

requirements. As a minimum, the QoS issues pertaining to delay and band-

width management are of paramount interest. In addition, because of the use

of the ad hoc networks for military or police use, and of increasingly common

commercial applications, various security issues need to be addressed. Cost-

effective resolution of these issues at appropriate levels is essential for wide-

spread general use of ad hoc networking.

Figure 1.1 Conceptual representation of a mobile ad hoc network
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Mobile ad hoc networking emerged from studies on extending traditional

Internet services to the wireless mobile environment. All current works, as well

as this presentation, consider the ad hoc networks as a wireless extension to the

Internet, based on the ubiquitous IP networking mechanisms and protocols.

Today’s Internet possesses an essentially static infrastructure where network

elements are interconnected over traditional wire-line technology, and these

elements, especially the elements providing the routing or switching functions,

do not move. In a mobile ad hoc network, by definition, all the network

elements move. As a result, numerous more stringent challenges must be

overcome to realize the practical benefits of ad hoc networking. These include

effective routing, medium (or channel) access, mobility management, power

management, and security issues, all of which affect the quality of the service

experienced by the user.

The absence of a fixed infrastructure for ad hoc networks means that the

nodes communicate directly with one another in a peer-to-peer fashion. The

mobility of these nodes imposes limitations on their power capacity, and hence,

on their transmission range; indeed, these nodes must often satisfy stringent

weight limitations for portability. Mobile hosts are no longer just end systems;

to relay packets generated by other nodes, each node must be able to function

as a router as well. As the nodes move in and out of range with respect to other

nodes, including those that are operating as routers, the resulting topology

changesmust somehow be communicated to all other nodes, as appropriate. In

accommodating the communication needs of the user applications, the limited

bandwidth of wireless channels and their generally hostile transmission char-

acteristics impose additional constraints on how much administrative and

control information may be exchanged, and how often. Ensuring effective

routing is one of the great challenges for ad hoc networking.

The lack of fixed base stations in ad hoc networks means that there is no

dedicated agency for managing the channel resources for the network nodes.

Instead, carefully designed distributedmedium access techniques must be used

for channel resources, and, hence, mechanisms must be available to recover

efficiently from the inevitable packet collisions. Traditional carrier sensing

techniques cannot be used, and the hidden terminal problem [6, 7] may signifi-

cantly diminish the transmission efficiency [8]. An effectively designed protocol

for medium access control (MAC) is essential to the quest for QoS.

1.2 The ad hoc wireless network: operating principles

I start with a description of the basic operating principles of a mobile ad hoc

network. Figure 1.2 depicts the peer-level multi-hop representation of such a

1.2 Operating principles 3



network. Mobile node A communicates with another such node B directly

(single-hop) whenever a radio channel with adequate propagation character-

istics is available between them. Otherwise, multi-hop communication is

necessary where one or more intermediate nodes must act as a relay (router)

between the communicating nodes. For example, there is no direct radio

channel (shown by the lines) between A and C or A and E in Fig. 1.2. Nodes

B and D must, therefore, serve as intermediate routers for communication

between A and C, and A and E, respectively. Indeed, a distinguishing feature

of ad hoc networks is that all nodes must be able to function as routers on

demand. To prevent packets from traversing infinitely long paths, an obvious

essential requirement for choosing a path is that the path must be loop-free. A

loop-free path between a pair of nodes is called a route.

An ad hoc network begins with at least two nodes broadcasting their

presence (beaconing) with their respective address information. As discussed

later, they may also include their location information, obtained, for example,

by using a system such as the Global Positioning System (GPS), for more

effective routing. If nodeA is able to establish direct communication with node

B in Fig. 1.2, verified by exchanging suitable control messages between them,

they both update their routing tables. When a third node, C, joins the network

with its beacon signal, two scenarios are possible. The first is where bothA and

B determine that single-hop communication with C is feasible. In the second

scenario, only one of the nodes, say B, recognizes the beacon signal fromC and

establishes the availability of direct communication with C. The distinct

topology updates, consisting of both address and route updates, are made in

all three nodes immediately afterwards. In the first case, all routes are direct.

For the other, shown in Fig. 1.3, the route update first happens between B and

C, then between B and A, and then again between B and C, confirming the

mutual reachability between A and C via B.

Themobility of nodesmay cause the reachability relations to change in time,

requiring route updates. Assume that for some reason, the link between B and

A

B C

D E

Figure 1.2 Example of an ad hoc network
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C is no longer available, as shown in Fig. 1.4. Nodes A and C can still reach

each other, although this time only via nodes D and E. Equivalently, the

original loop-free route hA«B«Ci is now replaced by the new loop-free

route hA«D«E«Ci. All five nodes in the network are required to update

their routing tables appropriately to reflect this topology change, which will be

first detected by nodes B andC, then communicated toA andE, and then toD.

The reachability relation among the nodes may also change for other

reasons. For example, a node may wander too far out of range, its battery

may be depleted, or it may suffer a software or hardware failure. As more

nodes join the network or some of the existing nodes leave, the topology

[Topology
update]

[Topology
update]

[Topology
update]

[Topology
update]

CBA

CBA

Figure 1.3 Bringing up an ad hoc network

A

CB

ED

Figure 1.4 Topology update owing to a link failure
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updates become more numerous, complex, and, usually, more frequent, thus

diminishing the network resources available for exchanging user information.

Finding a loop-free path as a legitimate route between a source–destination

pair may become impossible if the changes in network topology occur too

frequently. Here, ‘‘too frequently’’ means that there was not enough time to

propagate to all the pertinent nodes all the topology updates arising from the

last network topology changes, or worse, before the completion of determining

all loop-free paths accommodating the last topology changes. The ability to

communicate degrades with accelerating rapidity as the knowledge of the

network topology becomes increasingly inconsistent. Given a specific time-

window, we call (the behavior of ) an ad hoc network combinatorially stable if,

and only if, the topology changes occur sufficiently slowly to allow successful

propagation of all topology updates as necessary. Clearly, combinatorial

stability is determined not only by the connectivity properties of the networks,

but also by the complexity of the routing protocol in use and the instantaneous

computational capacity of the nodes, among other factors. Combinatorial

stability is an essential consideration for attaining QoS objectives in an ad

hoc network, as we shall see below. I address the general issue of routing in

mobile ad hoc networks separately in the next section.

The shared wireless environment of mobile ad hoc networks requires the use

of appropriate medium access control (MAC) protocols to mitigate the med-

ium contention issues, allow efficient use of limited bandwidth, and resolve

so-called hidden and exposed terminal problems. These are basic issues, inde-

pendent of the support of QoS; the QoS requirements add extra complexities

for the MAC protocols, mentioned later in Chapter 5. The issues of efficient

use of bandwidth and the hidden/exposed terminal problem have been studied

exhaustively and are well understood in the context of accessing and using any

shared medium. I briefly discuss the ‘‘hidden-terminal’’ problem [6] as an issue

especially pertinent for the wireless networks.

Consider the scenario of Fig. 1.5, where a barrier prevents node B from

receiving the transmission from D, and vice versa, or, as usually stated, B and

D cannot ‘‘hear’’ each other. The ‘‘barrier’’ does not have to be physical; a large

enough distance separating twonodes is themost commonly occurring ‘‘barrier’’

in ad hoc networks. Node C can ‘‘hear’’ both B andD.When B is transmitting to

C, D, being unable to ‘‘hear’’ B, may transmit to C as well, thus causing a

collision and exposing the hidden-terminal problem. In this case, B and D are

‘‘hidden’’ from each other. Now consider the case when C is transmitting to D.

Since B can ‘‘hear’’ C, B cannot risk initiating a transmission to A for fear of

causing a collision at C. Here is an example of the exposed terminal problem,

where B is ‘‘exposed’’ to C.
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A simple message exchange protocol solves both problems. When D wishes

to transmit to C, it first sends a request-to-send (RTS) message to C. In

response, C broadcasts a clear-to-send (CTS) message that is received by

both B and D. Since B has received the CTS message unsolicited, B knows

that C is granting permission to send to a hidden terminal and hence refrains

from transmitting. Upon receiving the CTS message from C in response to its

RTS message, D transmits its own message.

Not only does the above (crude and deliberately simplified outline of the)

dialogue solve the hidden terminal problem, but it solves the exposed terminal

problem as well, for after receiving an unsolicited CTS message, B refrains

from transmitting and cannot cause a collision at C. After an appropriate

interval, determined by the attributes of the channel (i.e., duration of a time

slot, etc.), B can send its own RTS message to C as the prelude to a message

transmission.

Limitation on the battery power of the mobile nodes is another basic issue

for ad hoc networking. Limited battery power restricts the transmission range

(hence the need for each node to act as a router) as well as the duration of the

active period for the nodes. Below some critical thresholds for battery power, a

node will not be able to function as a router, thus immediately affecting the

network connectivity, possibly isolating one or more segments of the network.

Fewer routers almost always mean fewer routes and, therefore, increased

likelihood of degraded performance in the network. Indeed, QoS obviously

becomes meaningless if a node is not even able to communicate, owing to low

battery power. Since exchange of messages necessarily means power consump-

tion, many ad hoc networking mechanisms, especially routing and security

protocols, explicitly include minimal battery power consumption as a design

objective.

A B D

C

Figure 1.5 Example of hidden/exposed terminal problem
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1.3 Ad hoc networks: vulnerabilities

There are various reasons why wireless ad hoc networks are at risk, from a

security point of view. I next discuss the characteristics that make these net-

works vulnerable to attacks. Attacks are procedures that are launched by

unauthorized entities or nodes within the networks to disrupt the normal

operation of the enterprise.

The wireless links between nodes are highly susceptible to link attacks, which

include passive eavesdropping, active interfering, leaking secret information,

data tampering, impersonation, message replay, message distortion, and denial

of service. Eavesdropping might give an adversary access to secret information,

violating confidentiality. Active attacks might allow the adversary to delete

messages, to inject erroneous messages, to modify messages, and to imperso-

nate a node, thus violating availability, integrity, authentication, and non-

repudiation (these and other security needs are discussed in the next section).

Ad hoc networks do not have a centralized piece ofmachinery such as a name

server or a base station, which could lead to a single point of failure and, thus,

make the network that much more vulnerable. On the flipside, however, the

lack of support infrastructure leads to prevention of application of standard

techniques such as key management (discussed later in the book) to secure the

network. This gives rise to the need for new schemes to ensure key agreement.

An additional problem that arises in ad hoc networks is the accurate detec-

tion of a compromised node. Usually compromised nodes are detected by

monitoring their behavior. But in a wireless environment it is often difficult to

distinguish between a truly misbehaving node and a node that appears to be

misbehaving because of poor link quality. The presence of compromised nodes

has the potential to cause Byzantine failures, which are encountered within

mobile ad hoc network (MANET) routing protocols, wherein a set of the

nodes could be compromised in such a way that the incorrect and malicious

behavior cannot be directly noted at all. The compromised nodes may see-

mingly operate correctly, but, at the same time, they maymake use of the flaws

and inconsistencies in the routing protocol to distort the routing fabric of the

network. In addition, such malicious nodes can also create new routing mes-

sages and advertize non-existent links, provide incorrect link state information

and flood other nodes with routing traffic, thus inflicting Byzantine failures on

the system. Such failures are especially severe because they may come from

seemingly trusted nodes, whose malicious intentions have not yet been noted.

Even if the compromised nodes were noticed and prevented from performing

incorrect actions, the erroneous information generated by the Byzantine fail-

ures could have already been propagated through the network.
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No part of the network is dedicated to support any specific network func-

tionality. All nodes are expected to contribute to routing (topology discovery,

data forwarding). The examples of functions that rely on a central service, and

which are also of high relevance, are naming services, certification authorities,

directory, and other administrative services. In ad hoc networks, nodes cannot

rely on such a service. Even if such services were assumed, their availability

would not be guaranteed, either due to the dynamically changing topology

that could easily result in a partitioned network, or due to congested links close

to the node acting as a server.

The absence of infrastructure and the consequent absence of authoriza-

tion facilities impede the usual practice of establishing a line of defence,

distinguishing nodes as trusted and non-trusted. Such a distinction would

have been based on a security policy, the possession of the necessary cre-

dentials and the ability of nodes to validate them. In the case of wireless ad

hoc networks, there may be no grounds for such a priori node classification,

since all nodes are required to cooperate in supporting the network operation,

while no prior security association can be assumed for all the network nodes.

Additionally, freely roaming nodes form transient associations with their

neighbors; they join and leave sub-domains independently and without notice.

Thus, it may be difficult, in most cases, to have a clear picture of the ad hoc

network membership at a given time. Consequently, especially in the case of a

large network, no form of established trust relationships among the majority

of nodes can be assumed.

In such an environment, there is no guarantee that a path between two nodes

would be free of malicious nodes. There is a possibility that a path consisting of

malicious nodes may not comply with the rules of the protocol employed and

can attempt to disrupt the network operation. The mechanisms currently

incorporated in ad hoc routing protocols cannot cope with disruptions due

to malicious behavior. For example, any node could claim that it is one hop

away from the sought destination, causing all routes to the destination to pass

through itself. Alternatively, a malicious node could corrupt any in-transit

route request (reply) packet and cause data to be misrouted.

The presence of even a small number of adversarial nodes could result

in repeatedly compromised routes, and, as a result, the network nodes

would have to rely on cycles of timeout and new route discoveries to comm-

unicate. This would incur arbitrary delays before the establishment of a

non-corrupted path, while successive broadcasts of route requests would

impose excessive transmission overhead. In particular, intentionally falsified

routing messages would result in a denial-of-service (DoS) experienced by the

end nodes.

1.3 Ad hoc networks: vulnerabilities 9



The dynamic and transient nature of an ad hoc network can result in

constant changes in trust among nodes. This can create problems, for example,

with key management, if cryptography is used in the routing protocol. It must

not be trivial, for example, to recover private keys from the device. Evidence

that tampering has occurred would be required so as to distinguish a tampered

node from the rest. Standard security solutions would not be good enough

since they are essentially for statically configured systems. This gives rise to the

need for security solutions, which adapt to the dynamically changing topology

and movement of nodes in and out of the network.

Moreover, the battery-powered operation of ad hoc networks gives attack-

ers ample opportunity to launch a denial-of-service attack by creating addi-

tional transmissions or expensive computations to be carried out by a node in

an attempt to exhaust its batteries.

In addition, sensor networks (a form of wireless ad hoc network) are made

up of devices that tend to have limited computational abilities. For example,

the working memory of a sensor node is insufficient even to hold the variables

(of sufficient length to ensure security) that are required in asymmetric crypto-

graphic algorithms, let alone perform operations on them. This may exclude

techniques such as frequent public key cryptography during normal operation.

A particular challenge is that of broadcasting authenticated data to the entire

sensor network. Current proposals for authenticated broadcast rely on asym-

metric digital signatures for the authentication, and these are impractical for

many reasons (e.g., long signatures with high communication overheads of

50–1000 bytes per packet; very high overheads to create and verify the signa-

ture) for sensor networks.

Lastly, scalability is another issue, which has to be addressed when security

solutions are being thought of, for the simple reason that an ad hoc network

may consist of hundreds or even thousands of nodes.Many ad hoc networking

protocols are applied in conditions where the topology must scale up and

down efficiently, e.g., because of network partitions ormergers. The scalability

requirements here refer to the scalability of individual security services such as

key management for example.

The above discussion makes it clear that ad hoc networks are inherently

insecure, more so than their wireline counterparts, and need robust security

schemes that take into consideration the inherently susceptible nature of these

networks. Coming up with a security scheme, in general, necessitates the

discussion of the fundamental components that make up security. In the

next section, I take a look at the essential security needs of such networks.

By this, I mean the factors that ought to be taken into consideration when

designing a security scheme.
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1.4 Ad hoc networks: security requirements

Security is a term that is liberally used in computer networks terminology. In

this section I will go over the several attributes and terms that define security

and are often used in security-related discussions, in the context of computer

networks. The basic security needs of wireless ad hoc networks are more or less

the same as those of wired networks. To some extent, several security schemes

of the wire-line networks have been developed and implemented in wireless

cellular networks. To make ad hoc networks secure, we need to find ways to

incorporate some of these schemes of wireless and wire-line networks. I devote

several chapters of this book to address incorporation of these schemes in ad

hoc networks. In the following, I briefly introduce the standard terms, which

are used when security aspects of a network are discussed.

(1) Availability

The services provided by a node continue to be provided irrespective of attacks.

Nodes should be available for communication at all times. In other words, avail-

ability ensures survivability of the network services in presence of denial-of-service

(DoS) attacks, which can be launched at any layer of an ad hoc network through

radio jamming or battery exhaustion.

(2) Authenticity

This is essentially a confirmation that parties, in communication with each other, are

genuine and not impersonators. This would require the nodes to somehowprove that

their identities arewhat they claim to be.Without authentication, an adversary could

very well masquerade a node, could get access to sensitive and classified information,

and could even interfere with the normal and secure network operation.

(3) Confidentiality

This ensures that information is not disclosed to unauthorized entities, i.e., an

outsider should not be able to access information in transit between two nodes.

Confidentiality necessitates the prevention of intermediate and non-trusted nodes

from understanding the content of the packets being transmitted. If authentica-

tion is taken care of properly, then confidentiality is a relatively simple process.

(4) Integrity

This is the guarantee that the message or packet being delivered has not been

modified in transit or otherwise, and that what has been received is what was

originally sent. A message could be corrupted owing to non-malicious reasons,

such as radio propagation impairment, but there is always the possibility that an

adversary has maliciously modified the content of the message.

(5) Non-repudiation

The sender of a message cannot later deny sending the information or the receiver

cannot deny the reception. This can come in handy while detecting and isolating

compromised nodes. Any node, which receives an erroneous message, can accuse
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the sender with proof and thus, convince other nodes about the compromised

node. Routers cannot repudiate ownership of routing protocol messages they

send. The trust associated with the propagation of updates that originate from

distant nodes forms a major concern.
(6) Ordering

Updates received from routers are in order, the non-occurrence of which can

affect the correctness of routing protocols. Messages may not reflect the true

state of the network and may propagate false information.
(7) Timeliness

Routing updates should be delivered in a timely fashion. Update messages that

arrive late may not reflect the true state of links or routers on the network. They

can cause incorrect forwarding or even propagate false information and weaken

the credibility of the update information. If a node that relays information

between two highly connected components is advertized as ‘‘down’’ by malicious

neighbors, a large part of the network becomes unreachable.
(8) Isolation

This requires that the protocol be able to identify misbehaving nodes and make

them unable to interfere with routing. Alternatively, the routing protocol should

be designed to be immune to malicious nodes.
(9) Authorization

An authenticated user or node is issued an unforgeable credential by the certi-

ficate authority. These credentials specify the privileges and permissions asso-

ciated by the users or the nodes. Currently, credentials are not used in routing

protocol packets, and any packet can trigger update propagations and modifica-

tions to the routing table.

(10) Lightweight computations

Many devices connected to an ad hoc network are assumed to be battery-

powered with limited computational abilities. Such a node cannot be expected

to be able to carry out expensive computations. If operations such as public key

cryptography or shortest path algorithms for large networks prove necessary,

they should be confined to the least possible number of nodes; preferably only the

route end points at route creation time.

(11) Location privacy

Often, the information carried in message headers is just as valuable as the

message itself. The routing protocol should protect information about the loca-

tion of nodes in a network and the network structure.

(12) Self-stabilization

A routing protocol should be able to recover automatically from any problem in

a finite amount of time without human intervention. That is, it must not be

possible to permanently disable a network by injecting a small number of mal-

icious packets. If the routing protocol is self-stabilizing, an attacker who wishes

to inflict continuous damage must remain in the network and continue sending

malicious data to the nodes, which makes the attacker easier to locate.
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(13) Byzantine robustness

A routing protocol should be able to function correctly even if some of the nodes

participating in routing are intentionally disrupting its operation. Byzantine

robustness can be seen as a stricter version of the self-stabilization property: the

routing protocol must not only automatically recover from an attack; it should not

cease from functioning even during the attack. Clearly, if a routing protocol does

not have the self-stabilization property, it cannot have Byzantine robustness either.

(14) Anonymity

Neither the mobile node nor its system software should expose any information

that allows any conclusions about the owner or current user of the node. In case

device or network identifiers are used (e.g.,MAC address, IP address), no linking

should be possible between the respective identifier and the owner’s identity for

the communication partner or any outside attacker.

(15) Key management

The services in keymanagementmust provide solutions to the following questions:

* Trust model – howmany different elements in the network can trust each other

and trust relationships between network elements;

* Cryptosystems – while public-key cryptography offers more convenience,

public-key cryptosystems are significantly slower than their secret-key coun-

terparts when a similar level of security is needed;

* Key creation – which parties are allowed to generate keys to themselves or

other parties, and what kind of keys;

* Key storage – any network element may have to store its own key and possibly

keys of other elements as well, while in systems with shared keys with parts of

keys distributed to several nodes, the compromising of a single node does not

yet compromise the secret keys;

* Key distribution – generated keys have to be securely distributed to their

owners, and any key that must be kept secret has to be distributed so that

confidentiality, authenticity, and integrity are not violated.

(16) Access control

This consists of the means to govern the way the users or virtual users such as

operating system processes (subjects) can have access to data (objects). Only

authorized nodes may form, destroy, join, or leave groups. Access control can

alsomean the way the nodes log into the networking system to communicate with

other nodes when initially entering the network. There are various approaches

to access control: discretionary access control (DAC) offers means for defining

the access control to the users themselves; mandatory access control (MAC)

involves centralized mechanisms to control the access to objects with formal

authorization policy. Finally, role based access control (RBAC) applies the

concept of roles within the subjects and objects.

(17) Trust

If physical security is low and trust relationships are dynamic, then the prob-

ability of a security failure may rise rapidly. It is not difficult to see what happens
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if the suspicion of a security failure increases. If there is a reason to believe that a

part of the nodes belonging to a network have been compromised, users will

probably become more reluctant to trust the network. Constructing security for

the first time may not be so difficult. Maintaining trust and handling dynamic

changes over time seem to need more effort.

In summary, we can safely say that the mandatory security requirements

include confidentiality, authentication, integrity, and non-repudiation. These

would, in turn, require some form of cryptography, certificates, and signa-

tures. Some other ideal characteristics include user authentication, explicit

transaction authorization, end-to-end encryption, accepted log-on security

(biometrics) instead of separate personal identification numbers (PINs) and

passwords, intrusion detection, access control, logging, audit trail, security

policy that states the rules for access, anti-virus scanners for the content,

firewall, etc. This discussion demarcates the various branches within security,

per se, such as intrusion detection and prevention, key agreement, trust man-

agement, data encryption, and access control. Having looked at the essential

security needs, we are now ready to discuss the various kinds of attacks,

practical as well as conceptual. This discussion forms the basis of Chapter 3.

Having discussed basics of the security needs for ad hoc networks, I now

introduce the challenges associated with providing quality of service (QoS) in

ad hoc networks. It should be pointed out that security and quality of service

are two distinct attributes that are independent of each other in general. For

example a secure routing protocol may have no QoS features in it or a QoS-

based routing algorithmmay not be secure. There can be some dependence on

each other: if both features are part of the network architecture, then one can

have an impact on the other. For example, a heavy computational burden

imposed by a cryptography algorithmmay affect the delay at one of the nodes.

Our treatment in this book is confined to treating the security and QoS aspects

related to ad hoc networks as independent.

1.5 Quality of service

All the vulnerabilities enumerated in Section 1.3 above are potential sources of

service impairment in ad hoc networks and hence may degrade the ‘‘quality of

service’’ seen by the users. As of now, the Internet has only supported ‘‘best

effort’’ service – best effort in the sense that it will do its best to transport the

user packets to their intended destination, although without any guarantee.

Quality of service support is recognized as a challenging issue for the Internet,

and a vast amount of research on this issue has appeared in the literature

during the last decade or so [9]. With the Internet as the basic model, ad hoc

14 Introduction



networks have been initially considered only for ‘‘best effort’’ services as well,

especially given their peculiar challenges when compared against traditional

wire-line or even conventional wireless networks. Indeed, just as the QoS

accomplishments for wired networks such as the Internet cannot be directly

extended to the wireless environment, the QoS issues become even more

formidable for mobile ad hoc networks. Happily, during the last few years,

QoS for ad hoc networks has emerged as an active and fertile research topic of

a growing number of researchers andmanymajor advances are expected in the

next few years.

Performance of these various protocols under ‘‘field’’ conditions is, of

course, the final determinant of their efficacy and applicability. Relative

comparisons of computational and communication complexities of various

routing protocols for ad hoc networks have appeared in the past, providing the

foundation for more application-oriented assessment of their effectiveness. On

the other hand, the performance studies have started to appear only recently.

The mathematical analysis of ad hoc networks, even under the simplest

assumptions about the dynamics of topology changes and traffic processes,

poses formidable challenges, and even their simulation is considerably more

difficult than their static counterparts. Performance studies of ad hoc net-

works with QoS constraints continue to be an active area of research.

Chapter 6 discusses the state of the art of quality of service in ad hoc networks

and is a good source of more up-to-date information in this area.

1.6 Further reading

This chapter introduced the basic concepts of ad hoc networks and exposed

their inherent vulnerable nature. To address their vulnerabilities, several

security requirements have been proposed in the literature, which are also

presented. As these networks are maturing, interest has been growing in

supporting real-time traffic on ad hoc networks. Support of real-time traffic

on a packet network requires that the network is able to meet stringent quality

of service requirements such as delay and jitter, which are briefly discussed. To

get a better understanding of ad hoc networking concepts, I recommend

reading any of the following fine books: [10, 11, 12, and 13].
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2

Wireless security

Wireless networks are typically divided into three classes depending on their

range of transmissions. We have personal area networks (PANS) that have a

very low transmission range, of the order of several meters; Bluetooth happens

to be the representative network or technology when wireless personal area

networks are mentioned. On a slightly larger transmission scale, of the order of

100–200 meters, we have wireless local area networks (LANs), known as

802.11 or WiFi, which are very well deployed all over the world. The personal

area and local area networks have been primarily designed for indoor applica-

tions. Networks that have transmission in the range of several kilometers are

known as wireless wide area networks (WANs), and cellular networks of

different vintages are prime examples of such networks. So any discussion of

security in a wireless environment will not be complete unless the proposed

security schemes for these three distinct networks are examined. In this chap-

ter, I briefly go over the security schemes of wireless PAN, LAN, and WAN

networks. For readers interested in knowing more about these topics, appro-

priate references are highlighted. I begin this chapter by discussing WiFi

security, followed by cellular network security, and concluding with the secur-

ity of personal area networks.

2.1 Wireless local area networks (IEEE 802.11) security

2.1.1 Introduction

Awireless local area network (WLAN) is a flexible data communication system

implemented as an extension to, or as an alternative to, a wired LAN. Wireless

local area networks transmit and receive data over the air via RF technology,

minimizing the need for any wired connections, and in turn, combining data

connectivity with user mobility. They provide all the functionalities of LANs
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without the physical constraints, and their configurations vary from a simple

peer-to-peer topology to complex networks offering distributed data connec-

tivity and roaming.

The market for wireless communication has grown rapidly since the intro-

duction of the IEEE 802.11b wireless local area networking standard, which

offers performance more nearly comparable to that of an Ethernet. The

802.11b standard, published in September 1999 [1], can deliver data rates up

to 11 Mbps. The 802.11b standard specifies the lowest layer of OSI network

model (i.e., physical layer) and a part of the next higher layer (data link layer).

In addition, the standard specifies the use of Ethernet protocol (IEEE 802.3)

for the logical link control (LLC) portion of the data link layer. Higher layer

protocols are TCP/IP and applications that can run on top of TCP/IP.

Wireless LAN devices are equipped with a special network interface card

(NIC) with one or more antennae, a radio receiver, and circuitry to convert

between the analog radio signals and the digital pulses used by the computers.

Radio waves broadcast on a given frequency can be picked by any receiver

within the range tuned to that frequency. Effective and usable range depends

on signal power, distance, and interference from intervening objects or other

signals. A typical range of a wireless transmission in 802.11b is in the hundreds

of meters. The full set of data rates in this standard is 11, 5.5, 2, and 1 Mbps.

The 802.11 mobile station may be mobile, portable, or stationary. Mobile

stations dynamically associate with wireless LAN cells, or basic service sets

(BSSs). The 802.11 MAC protocol supports the formation of two distinct

types of BSS. The first type is the independent BSS, or ad hoc BSS. Ad hoc

BSSs are self-forming; they are created and maintained as needed without

prior administrative arrangements, often for specific purposes (such as trans-

ferring a file from one personal computer to another). Stations in an ad hoc

BSS establish MAC layer wireless links with those stations in the BSS with

which they desire to communicate, and frames are transferred directly from

source to destination stations. Therefore, stations in an ad hoc BSS must be

within range of one another to communicate. Furthermore, no architectural

provisions are made for connecting the ad hoc BSSs to external networks, so

communication is limited to stations within the ad hoc BSS.

The second type of BSS is the infrastructure BSS; this is more commonly

used in practice. This type supports extended interconnected wireless and

wired networking. Within each infrastructure BSS is an access point (AP), a

special central traffic relay station that normally operates on a fixed channel

and is stationary. Access points connect the infrastructure BSS to an IEEE

abstraction known as distribution system (DS). Multiple APs connected to a

common DS form an extended service set (ESS). A distribution system is
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usually connected to a switch, a hub, or a router through which access to other

networks, such as the Internet, is possible. The DS is responsible for forward-

ing frames within the ESS, between APs and the switch or the router, and it

may be implemented with wired or wireless links. See Fig. 2.1.

Mobile stations in an infrastructure BSS establish MAC layer links with an

AP. Furthermore, they only communicate directly to and from the selected

AP. The AP/DS utilizes store and forward retransmission for intra-BSS traffic

to provide connectivity between the mobile stations in the BSS. Typically, at

most, only a small fraction of the frames flows between mobile stations within

an infrastructure BSS; therefore retransmission results in a small overall

bandwidth penalty. The effective physical span of BSS is of the order of

twice the maximum mobile station-to-station range; mobile stations must be

within range of the AP to join BSS but may not be within range of all other

mobile stations in the BSS.

Mobile stations utilize 802.11 architected scan, authentication, and associa-

tion processes to join an infrastructure BSS and connect to the wireless LAN

system. Scanning allows mobile stations to discover existing BSSs that are

within range. Access points periodically transmit beacon frames that, among

other things, may be used bymobile stations to discover BSSs. Before joining a

BSS, a mobile station must demonstrate through authentication that it has

credentials to join. The actual BSS join occurs through association. Mobile

stations can be authenticated by multiple APs but may be associated with only

one AP at a time. Roaming mobile stations initiate handoff from one BSS to

BSS1

BSS2

Hub, switch, or 
router

AP

PA

Distribution
system

BSS3

AP

Internet

Figure 2.1 An 802.11 network with infrastructure
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another through reassociation. The reassociation management frame is both a

request by the sending mobile station to disassociate from the currently

associated BSS and a request to join a new BSS.

2.1.2 Medium access

One of the most significant differences between Ethernet and 802.11b LANs is

the way in which they control access to the medium, determining who may

transmit and when. Ethernet uses carrier sense multiple access with collision

detection (CSMA/CD). This is possible because an Ethernet device can send

and listen to the wire signal at the same time, detecting patterns that show that

a collision is taking place. When a radio attempts to transmit and listen on the

same channel at the same time, its own transmission drowns out all other

signals. Collision detection is impossible.

The carrier sense capabilities of Ethernet and wireless LANs are also differ-

ent. On an Ethernet segment, all stations are within range of one another at all

times, by definition. When the medium seems clear, it is clear. Only a simulta-

neous start of transmissions results in a collision. Nodes in a wireless LAN

cannot always tell by listening alone whether or not the medium is, in fact,

clear. In wireless LAN, it is possible to have hidden terminals (as described in

Chapter 1); a situation that arises when two nodes hear a third node clearly but

cannot hear each other.

To solve the hidden node problem and overcome the impossibility of collision

detection, 802.11b wireless LANs use CSMA/CA (carrier sense multiple access

with collision avoidance). Under CSMA/CA, devices use a four-way handshake

(RTS/CTS/DATA/ACK) to gain access to the airwaves and ensure collision

avoidance. Here RTS, CTS, DATA, ACK stand for request-to-send, clear-to-

send, data, and acknowledgement. See [1] for four-way handshake and other

timing-related waiting periods. To send a direct transmission to another node,

the source node puts a short request-to-send (RTS) packet on the air, addressed

to the intended destination. If that destination hears the transmission and is able

to receive, it replies with a short clear-to-send (CTS) packet. The initiating node

then sends the data, and the recipient acknowledges all transmitted packets by

returning a short acknowledgement (ACK) packet for every transmitted packet

received. The 802.11 standard also implements a truncated binary backoff, in

case multiple nodes are trying to access the medium simultaneously. The

802.11b standard describes the backoff mechanism in detail.

Timing is critical to mediating access to the airwaves in wireless LANs. To

ensure synchronization, access points or their functional equivalents periodi-

cally send beacons and timing information.
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2.1.3 Authentication and privacy

Wireless LANs are subject to possible unwanted monitoring. For this reason,

IEEE 802.11 specifies an optional MAC layer security system known as wired

equivalent privacy (WEP). As the name implies, WEP is intended to provide to

the wireless Ethernet a level of privacy similar to that enjoyed by wired

Ethernets. Wired equivalent privacy involves a shared key authentication

service with RC4 encryption. This is a stream cipher designed by Ronald

Rivest of the RSA Security algorithm, and is commonly known as Ron’s

Cipher 4. Ron’s Cipher 4 is used to generate a pseudo-randomnumber sequence

that is ‘‘XORed’’ into the data stream. A key, derived by combining a secret key

and an initialization vector (IV), is used to set the initial condition or the state of

the RC4 pseudo-random number generator. By default, each BSS supports up

to four 40 bit keys that are shared by all the stations in the BSS.Keys unique to a

pair of communicating stations and direction of transmission may also be used

(that is, unique to a transmit–receive address pair). Key distribution is outside

the scope of the standard but presumably utilizes a secure mechanism.

When a station attempts to authenticate with a second station that imple-

ments WEP, the authenticating station presents challenge text to the request-

ing station. The requesting station encrypts the challenge text using the RC4

algorithm and returns the encrypted text to the authenticating station. The

encrypted challenge text is decrypted and checked by the authenticating sta-

tion before completing authentication. After authentication and association,

the frame body (the MAC payload) is encrypted in all frames exchanged

between the stations. Encrypted frames are decrypted and checked by the

MAC layer of receiving stations before being passed to the upper protocol

layers.

Operation of WLANs is governed by the IEEE 802.11b standard, which

defines two native mechanisms for providing access control and privacy on

wireless LANs: service set identifiers (SSIDs) and wired equivalent privacy

(WEP). Another mechanism to ensure privacy through encryption is by using

the virtual private network (VPN) that runs transparently over a wireless

LAN. In this section I discuss native schemes as well as non-native VPN

based security schemes for IEEE 802.11 WLANs.

2.1.4 Native security schemes

Service set identifiers

One commonly used wireless local area network feature is a naming handle

called ‘‘service set identifier’’ (SSID). This provides a rudimentary level of
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access control. An SSID is a common network name for the devices in a

wireless local area network subsystem. The SSID serves to segment that

subsystem logically. The use of the SSID as a handle to authorize system

access can be dangerous because SSID is itself not well secured. An access

point (AP) that connects wireless LAN to the wired LAN is usually set to

broadcast its SSID in its beacons.

Wired equivalent privacy (WEP)

The IEEE 802.11b standard provides an optional encryption scheme called

wired equivalent privacy (WEP) that offers a mechanism for securing wireless

LAN data streams. Wired equivalent privacy is based on a symmetric key

scheme, in which the same key and algorithms are used for both encryption

and decryption of data. The objectives of WEP are:

(1) Access control: prevention of unauthorized access to the system without a correct

WEP key;

(2) Privacy: protection of wireless LAN data streams by encrypting them and allow-

ing decryption only for the users with the correct WEP keys.

Although WEP is optional, support for WEP with 40 bit encryption keys is a

requirement for Wi-Fi certification by WECA (the Wireless Ethernet

Compatibility Alliance), so WECA members generally support WEP. Wired

equivalent privacy is implemented in software by some WLAN vendors while

others implement it in hardware accelerators to minimize the performance

degradation of encrypting and decrypting data streams.

The IEEE 802.11 standard provides two schemes for defining WEP keys to

be used onWLANs.With the first scheme, a set of as many as four default keys

is shared by all stations (i.e., clients and access points) in a wireless subsystem.

When a client obtains the default keys, that client can communicate securely

with all other stations in the subsystem. The problem with the default keys is

that when they become widely distributed they are more likely to be compro-

mised. In the second scheme, each client establishes a key mapping relation-

ship with another station: this is a more secure operation because fewer

stations have the keys. The distribution of unicast keys becomes more difficult

as the number of stations increases.

Authentication

A user cannot participate in a wireless LAN until that client is authenticated.

The IEEE 802.11b standard defines two types of authentication methods:

open and shared key. The authentication method must be set on each client
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and the setting should match that of the access point with which the client

wants to associate. With open authentication, which is the default, the entire

authentication process is handled in the clear text, and a client can associate

with an access point even without supplying the correct WEP key. With the

shared key authentication, the access point sends the client a challenge packet

that the client must encrypt with the correct WEP key and return to the access

point. If the client has the wrong key or no key, it will fail authentication and

will not be allowed to associate with the access point.

Some LAN vendors support authentication based on the physical address,

ormedium access control (MAC) address of a client. An access point will allow

association by a client only if that client MAC address matches an address in

an authentication table used by the access point.

2.1.5 Security threats

Wireless LANs are exposed to several security threats, and so require protec-

tion against such threats. In the following, I discuss common threats and

possible solutions.

Stolen hardware

Generally, it is common to assign, statically, aWEP key to the client, either on

the client’s disk storage or in the memory of the client’s wireless LAN adaptor.

When this is done, the possessor of a client has the possession of the client’s

MAC address and WEP key and can use those components to gain access to

the wireless LAN. If multiple users share a client, then those users effectively

share the MAC address and WEP key. When a client is lost or stolen, the

intended user or users of the client no longer have access to the MAC address

or WEP key and an unintended user does. It is almost impossible for an

administrator to detect the security breach; a legitimate owner must inform

the administrator, who in turn will render the MAC address and WEP key

useless for wireless LAN access and decryption of transmitted data. The

administrator must recode static encryption keys on all clients that use the

same keys as the lost or stolen client. The greater the number of clients,

the bigger is the task of reprogramming the WEP keys. This situation calls

for a security solution that:

(1) Has device independent authentication procedures such as those that use user-

names and passwords, thereby allowing independence from the hardware;

(2) Has WEP keys that are dynamically generated after user authentication, instead

of static keys that are associated with particular clients.
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Malicious access points

The 802.11b shared key authentication procedure employs one-way authenti-

cation. For example, an access point authenticates a user, but a user does not

and cannot authenticate an access point. If a malicious access point is placed

on a wireless LAN, it can be a launch pad for denial of service attacks through

the hijacking of legitimate users. What is needed is a mutual authentication

between the client and an authentication server which allows the legitimacy of

both sides to be proved within a reasonable time. Because a client and an

authentication server communicate through an access point, the access point

must support the mutual authentication scheme that allows for the detection

and isolation of malicious access points.

Miscellaneous threats

The standard version of WEP supports per-packet encryption but not per-

packet authentication and, as a result, is vulnerable to spoofing. One way to

mitigate this security weakness is to ensure that WEP keys are changed

frequently. By monitoring the 802.11 control and data channels, a hacker

can obtain information such as:

(1) Client and access point MAC addresses;

(2) The MAC addresses of internal hosts;

(3) Times of association and disassociation.

The hacker may use some of this information for long-term traffic profiling

and analysis that may provide user or device specific information. To mitigate

such weaknesses, it is appropriate to use per-session WEP keys.

2.1.6 Dealing with security threats

Wireless LAN security concerns can be addressed by adopting schemes that:

(1) Use authentication procedures that are independent of devices. Examples are

usage of usernames and passwords.

(2) Use mutual authentication between a client and an authenticationRADIUS server.

(3) Use dynamically generated WEP keys for user authentication.

(4) Use session-based WEP keys.

Currently, there are two major approaches to deal with wireless LAN security

issues. One approach that has been embraced by several vendors is based on

using an extensible authentication protocol (EAP) with the IEEE 802.1�
protocol, and the other is based on using a virtual private network. I discuss

both of these approaches in the next two sections.
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Extensible authentication protocol with IEEE 802.1�
When a security solution that uses EAP and 802.1� is in place, a wireless client

that associates with an access point cannot gain access to the network until the

user performs a network logon. When the user provides a username and

password to the network, the client and RADIUS server perform mutual

authentication, with the client authenticated by the supplied username and

password. The RADIUS server and client then derive a client-specific WEP

key to be used by the client for the current logon session. All sensitive

information, such as the password, is protected from passive monitoring and

other methods of attack. Nothing is transmitted over the air that is clear.

Figure 2.2 illustrates the sequence of events that take place before a user

starts to access the system services:

(1) A wireless client associates with an access point.

(2) The access point blocks all attempts by the client to gain access to network

resources until the client logs on to the network.

(3) The user or the client supplies a username and password to the network.

(4) Using 802.1� and EAP, the wireless client and a RADIUS server on the wired

LAN perform a mutual authentication through the access point. The RADIUS

server sends an authentication challenge to the client. The client uses a one way

hash of the user-supplied password to fashion a response to the challenge and

sends that response to the RADIUS server. Using information from its user

database, the RADIUS server creates its own response and compares that with

AP

(6) Client adapter and access point
activate WEP and use key for
transmission

RADIUS

(5) RADIUS server delivers
key to access point

802.11 station 

(3) User performs network
login
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access point

(4) RADIUS server and client

perform mutual
authentication

Figure 2.2 Message flows in 802.1� with EAP
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the response from the client. Once the RADIUS server authenticates the client, the

process repeats in reverse, enabling the client to authenticate the RADIUS server.

(5) When mutual authentication is successfully completed, the RADIUS server and

the client determine a WEP key that is distinct to the client and provides the client

with the appropriate level of network access, thereby approximating the level of

security inherent in a wired switched segment to the individual desktop. The client

loads this key and prepares to use it for the logon session.

(6) The RADIUS server sends theWEP key, called a session key, over the wired LAN

to the access point.

(7) The access point encrypts its broadcast key with the session key and sends the

encrypted key to the client, which uses the session key to decrypt it.

(8) The client and access point activate WAP and use the session and broadcast WEP

keys for all communications during the remainder of the session.

Support for EAP and 802.1� delivers on the promise of WEP, providing a

centrally managed, standards-based, and open approach that addresses the

limitations of standard 802.11 security. In addition, the EAP framework is

extensible to wired networks, enabling an enterprise to use a single security

architecture for every access method.

Virtual private network security

A VPN-based solution for the wireless LAN security is proposed on the argu-

ment that the implementing security at the physical layer is not always practical

because a logical connection between two devices may be carried across more

than one physical link. Providing end-to-end security between the two end

points of a connection is more desirable because it functions independently of

underlying data transport. This type of security is best implemented at layer

three, which is the network or IP layer. Currently, the most flexible method of

providing security at layer three consists of integrating VPN with access points.

Virtual private network provides the means to transmit data securely

between two network devices over an unsecure data transport medium. It is

commonly used to link remote computers or networks to a corporate server via

the Internet, but can also be used to secure wireless networks. Virtual private

network works by creating a tunnel on top of a protocol such as IP. Traffic

inside the tunnel is encrypted and totally isolated. Virtual private network

provides three levels of security: user authentication, encryption, and data

authentication:

(1) Authentication ensures that only authorized users over a specific device are able to

connect, send, and receive data over the wireless network.

(2) Encryption offers additional protection because it ensures that even if transmis-

sions are intercepted, they cannot be decoded without significant effort.
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(3) Data authentication ensures the integrity of data on the wireless network, guar-

anteeing that all traffic is from authenticated devices only.

Implementation of VPN provides security for the wireless networks that far

exceeds the security of unprotected wired devices, and therefore wireless net-

works can be used for mission-critical challenges without having to worry

about security.

Security implementation for VPN: Applying VPN technology to secure a

wireless network requires a different approach from what is used on the

wired networks. The differences are because:

(1) The repeater function of the wireless access points automatically forwards traffic

between wireless LAN stations that communicate together and that appear on the

same wireless LAN;

(2) The range of the wireless network usually extends beyond the physical boundaries

of an office or enterprise, giving outsiders the means to compromise the network;

(3) The ease with which wireless networking solutions can be produced for different

application environments, such as home office, cafes, enterprises, etc. Each of

these environments has different security needs and a VPN solution will vary

slightly for each of these environments.

In the next section, I present VPN: solutions for an enterprise networking

environment. For other environments, please see [2].

Enterprise networks using VPN: In business environments, total security of the

wireless network is crucial. This can be impossible to achieve with wireless

solutions that rely exclusively on an external server for all VPN functionality.

A security hole is created because accessmust be granted to thewireless network

to enable computer users to reach theVPN server and log on. Traffic flowon the

wireless network cannot be completely secured. To make effective use of VPN

technology, the access points must have their own VPN server, or at the very

least beVPN aware. AVPN-aware access point only accepts and forwards VPN

traffic to an externalVPN server, discarding all other traffic as shown inFig. 2.3.

Both implementations provide complete security for the network, because

the access point will not allow wireless traffic outside of the VPN unless that

traffic is to establish a VPN.

2.1.7 Other MAC-based encryption enhancements

In addition to the security solutions described above, MAC-level encryption

enhancements are being specified to provide standard, improved encryption
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and data authentication at the wireless MAC level and to standardize the use

of upper layer authentication. The 802.11i subgroup has proposed these

standards [3] for future use in 802.11 networks. The two possible recommen-

dations of this group are:

(1) A strengthened version of the RC-4/per-frame IV encryption algorithm;

(2) A 128-bit AES encryption algorithm.

Improvements and enhancements that address the shortcomings of WEP have

been identified on the basis of feedback from members of the cryptographic

community. These improvements include:

(1) The addition of a per-packet hash function and IV sequencing rules [4, 5];

(2) The addition of a temporal key derivation algorithm [6];

(3) The addition of rekey mechanisms [6];

(4) The addition of a message authentication code, termed a message integrity code.

Taken together, the enhanced protocol, known as the temporal key integrity

protocol (TKIP), addresses the flaws identified in the current WEP algorithm.

A critical constraint placed on the strengthened WEP algorithm definition is

that it must be able to be implemented and deployed via software upgrades to

the existing base of 802.11 devices.

Encryption at the MAC level can also be strengthened by the proper use

of additional encryption algorithms. The advanced encryption standard

(AES) Rijndael algorithm [7] has been selected by NIST [8] as the next-

generation encryption algorithm, to replace DES and 3DES. Several ways of

using the AES algorithm have been defined. Two of these, AES-OCB [9] and

VPN server

VPN VPN 

LAN

Wireless LAN

AP

Figure 2.3 Wireless access point with integrated VPN server
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AES-CBC-MAC [10] are of particular interest for wireless LAN applications.

The AES-OCB mode has the attribute of providing both authentication and

encryption in one pass through the data. The AES-CBS-MAC algorithm,

which combines counter mode encryption with cipher block chaining message

integrity and authentication, is termed AES-CCM [11]. The enhanced security

standard 802.11i is likely to use one of these enhanced encryption modes.

2.1.8 The IEEE 802.11 security standard – conclusions

Wireless LAN security is a work in progress. The protocols are evolving to

meet the needs of serious users. Until the protocols have proven themselves,

the best course of action for network engineers is to assume that the link layer

offers no security and that one should treat wireless stations as one would treat

an unknown user asking for access to network resources over an untrusted

network. Policies and resources developed for remote dial-up users may be

helpful because of the similarity between a wireless station and a dial-up client.

Both are needed for unknown users, who must be authenticated before net-

work access is granted, and the use of an untrusted network means that strong

encryption (IPSec, SSL, or SSH) should be required. Although this cautious

approach requires much more work than simply throwing up some access

points, a conservative approach with several layers of defense is probably the

best way to secure an 802.11 network.

After presenting the wireless local area networking security, I shift gear and

start discussing the topic of wide area network security. Cellular networks are

the prime examples of wide area networks. I have chosen GSM as the model

for cellular security, as it has been widely deployed in the world. The second-

and third-generation evolutions of GSM are known as GPRS (general packet

radio service) and UMTS (universal mobile and terrestrial system), in which

GSM security has been enhanced to address well known security vulnerabil-

ities as well as new security schemes proposed to secure data applications.

2.2 Wireless cellular network security

2.2.1 Security for GSM

The GSM wireless network

The global system for mobile (GSM) wireless communications network

enables digital wireless duplex communication with data encryption algo-

rithms built in. Before I describe the GSM security, it is important that I

describe the GSM network in some detail, albeit briefly.
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The GSM network consists of four major functional components: the

mobile station (MS), the network switching system (NSS), the base station

system (BSS), and the operation and support system (OSS), as shown in

Fig. 2.4.

The mobile station (MS) is the subscriber equipment or the mobile tele-

phone. The network switching system (NSS) consists of the home location

register (HLR), the equipment identity register (EIR), the visitor location

register (VLR), the mobile switching center (MSC), and the authentication

center (AUC).

* The HLR stores data about GSM subscribers, including the individual subscriber

authentication Key (Ki) for each subscriber identity module (SIM).

* The EIR contains information about the identity of mobile equipment, and pre-

vents calls from stolen, unauthorized, or defective mobile stations.

* The VLR temporarily stores information about roaming GSM subscribers.

* The MSC performs telephony switching functions and is responsible for toll tick-

eting, network interfacing, and common channel signaling.

* The AUC is a database that contains the international mobile subscriber identity

(IMSI), the subscriber authentication key (Ki), and the algorithms that are defined

for encryption.
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The base station system (BSS) connects with the MS over a radio interface link

and with the OSS and NSS over cable or fiber links. It consists of the base

station controller (BSC) and the base transceiver station (BTS).

* The BSC is the network element that provides all control functions and physical links

between theMSCandBTS. It provides functions such as handover, cell configuration

data, and control of radio frequency (RF) power levels in base transceiver stations.

* The BTS handles the radio interface to the mobile station. It comprises the radio

equipment (transceivers and antenna) that services each cell in the network.

The operation and support system (OSS) consists of the message center (MXE),

the mobile service node (MSN), the gateway mobile services switching center

(GMSC), and the GSM interworking unit (GIWU).

* The MXE provides a short message service (SMS), voice mail, fax mail, email, and

paging services.

* The MSN provides mobile intelligent network services.

* The GMSC interconnects two GSM networks.

* The GIWU interfaces to various data networks.

With the completion of this brief description of the GSM system, I am now

ready to discuss the security system in place. Here, again, my discussion will be

brief. For additional details, see [12].

Security in GSM

Security in GSM wireless networks is established with the use of the following

keys:

* The individual subscriber authentication key (Ki) is a 128 bit secret key that is

shared between the mobile station and the home location register of the subscriber’s

home network. It is generated from the SIM utilizing the A8 algorithms.

* The session key (Kc) is a 64 bit ciphering key that is used for encryption of the over-

the-air channel. It is generated by the mobile station from the random challenge

presented by the GSM network.

* The random challenge (RAND) is a random 32 bit stream generated by the home

location register.

* The signed response (SRES) is a 32 bit stream generated by the mobile station and

the mobile services switching center.

The GSM wireless network uses the A3 algorithm for authentication, the A5

algorithm for encryption, and the A8 algorithm for key generation. Authentica-

tion is an optional procedure at the beginning of a call.

The A3 algorithm is implemented in the mobile station’s subscriber identity

module (SIM). Its task is to generate the 32 bit signed response (SRES). This is
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accomplished by utilizing a 128 bit random challenge (RAND), which is

generated by the home location register (HLR) and the 128 bit individual

subscriber authentication key (Ki) from the SIM, or by the HLR.

The A5 algorithm is implemented in the mobile station for encryption of the

data and is a streamcipher. The streamcipher is initializedwith the session keyKc

and the frame number. Although the same Kc is used throughout the call, the 22

bit frame number is designed to change during the call, thus creating a unique key

stream for every frame. In practice, as long as the mobile service switching center

(MSC) does not re-authenticate the mobile station, the same Kc is used for days.

The A5 algorithm has various encryption levels. The A5/0 level utilizes no

encryption, A5/1 is used in European countries, A5/2 is a weaker encryption

algorithm for use in theUnited States, andA5/3 is a strong encryption algorithm

specially created for the 3rd Generation Partnership Project (3GPP) [12].

TheA8algorithm is implemented in the subscriber identitymodule (SIM) and is

responsible for generating the key. From the 128 bit RAND that is received from

the MSC, and from the 128 bit key Ki from the SIM, or from the HLR, the A8

generates 128 bits of output, the last 64 of which are the session key Kc. Typically

the same Kc is used until the MSC authenticates the mobile station again.

In summary, a GSM duplex conversation is transmitted in a sequence of

frames every 4.6 milliseconds. Each duplex frame contains 114 bits in the

forward and 114 bits in the reverse direction. A conversation is encrypted by

the session key Kc. For each frame, Kc is mixed with a publicly known frame

counter, Fn, and the result serves as the initial state of a pseudo-random

generator that produces 228 bits. These bits are XORed by the two parties

with the 114þ 114 bits of plain text to produce 114þ 114 bits of cipher text.

2.2.2 Security in GPRS networks

Before discussing security for a GPRS network, it is logical to discuss the GPRS

network in brief; GPRS networks are described in detail in [13]. General Packet

Radio Service (GPRS) is a second-generation cellular system, which has been

created by enhancing the GSM system to support data services. In GPRS, the

voice call is handled by the GSM network and the data calls are handled by a

separate overlay network that has a few new nodes known as GPRS support

nodes (GSNs). A GPRS logical architecture is shown in Fig. 2.5.

A GPRS support node contains the functionality required to support

GPRS. Two GSNs have been created for GPRS. These are:

* The gatewayGPRS support node (GGSN) is the node that is accessed by the packet

data network for packet forwarding and routing. It contains routing information
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for attached GPRS users. The routing information is used to tunnel packets to the

mobile station’s current point of attachment to the network, i.e., the serving GPRS

support node (SGSN). The interfaces that GGSN supports are shown in Fig. 2.5.

The GGSN is the first point of interconnection with a packet data network.

* The serving GPRS support node (SGSN) is the node that is serving the mobile

station. When a node requires service from the GPRS, it has first to attach to the

network. ‘‘Attach’’ is a GPRS procedure, and means establishing a logical connec-

tion with the network using wireless channels. The SGSN is responsible for radio

resourcing and security, as well as mobility management of mobile terminals.

Three types of security function are supported in GPRS networks: authentica-

tion and service request validation, user identity confidentiality, and user data

confidentiality. In the following, I briefly cover these three security

mechanisms.

Authentication of subscriber

The GPRS uses the authentication procedure already defined for GSM with

the distinction that the procedures are now executed in the SGSN and not in

MSC. The GPRS authentication procedure performs subscriber authentica-

tion, or selection of the ciphering algorithm and the synchronization of the
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start of ciphering, or both. Authentication triplets (RAND, SRES, andKc) are

stored in the SGSN. The authentication procedure is illustrated in Fig. 2.6.

Each step is explained in the following list.

(1) If the SGSN does not have authentication triplets, it sends a message to HLR for

getting the triplets;

(2) The HLR responds to the SGSN in a separate message with a triplet;

(3) The SGSN sends an authentication and ciphering request message to the MS;

(4) TheMS responds with an authentication and ciphering response (SRES) message.

The mobile station starts ciphering after sending the authentication and cipher-

ing response message. The SGSN starts ciphering when a valid authentication

and response is received from theMS.The ciphered information from the SGSN

and, MS is compared and, if found identical, the MS is authenticated.

For user identity confidentiality, GPRS uses the authentication procedure

described above. The GPRS uses the concept of temporary mobile station

identity (TMSI) to authenticate a mobile station, which is allocated by SGSN

as part of the attach procedure [13]. The procedures for user data confidenti-

ality and MS identity check are identical to GSM with the exception that the

procedures are executed from SGSN, and logical link control (LLC) frame

numbers are used instead of TDMA frame numbers, which are not known.

2.2.3 Security for UMTS

Before discussing the UMTS security, it is logical that I briefly go over UMTS

network architecture. Figure 2.7 provides a logicalUMTSnetwork architecture.

BSS SGSNMS HLR 

(1) Send authentication info

(2) Send authentication info
acknowledgement 

(3) Authentication and ciphering request 

(4) Authentication and ciphering response

Figure 2.6 Authentication procedure for GPRS
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Figure 2.7 shows a high-level view of the UMTS network architecture,

which consists of six main subsystems and several major interfaces. These

six components are the UTRAN (UMTS terrestrial radio access network),

core network, SS7 network, GSM/GPRS network, circuit-switched network,

and the external packet data network. Major interfaces between the entities

are also given. The core network comprises a circuit-switched (CS) domain

for providing voice and the circuit-switched data services and a packet-

switched (PS) domain for providing packet-based services. Figure 2.8 depicts

a logical architecture of the UMTS by showing the CS domain on the left

and the PS domain on the right. The radio access network for both the

domains is UTRAN, which is composed of a set of radio network subsystems

(RNS). The radio network systems are, in turn, composed of two main

logical elements: node B and a radio network controller (RNC). The RNS

is responsible for the resources and the transmission and reception in a set of

cells where a set of cells (sector) is one coverage area served by a broadcast

channel.

The radio network controller is responsible for the use and allocation of all

the radio resources of the radio network system to which it belongs. A radio

network controller can logically be split into two entities: the first entity

controls the base stations (base station controller), and the second entity is

responsible for traffic processing.

The base station controller is mainly in charge of the allocation and usage

of all radio resources with the aim of hiding the details from the core

network. The traffic-processing unit mainly handles the user voice and packet
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Figure 2.7 The UMTS network architecture
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data traffic, performing the actions on the user data streams that are neces-

sary to access the radio bearers. Node B is mainly responsible for radio

transmission and reception in one or more cells to and from the user equip-

ment (UE).

The UMTS Iu interface is an open logical interface that interconnects one

UTRAN to the core network. The Iu interface is described in detail in [14]. In

the following, I briefly describe the functions of some of the nodes in the circuit

and packet domains. For details, please see [15].

Circuit-switched domain

The 3G-MSC is the main core network element for providing circuit-switched

services. The 3G-MSC provides the necessary control and the corresponding

signaling interfaces, e.g., SS7, MAP, and ISDN. The 3G-MSC may also

provide gateway functionality for interconnecting to external networks like

PSTN and ISDN. The key functionality provided by the MSC includes:

mobility management; call management; supplementary services, such as call

forwarding; circuit-switched data services; and support of SS7, MAP, and

RANAP interfaces to complete originating or terminating calls in the network

in interaction with other entities of a mobile network, e.g., HLR, short

message services, and VLR (visitor location register).
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Packet-switched domain

The important network nodes that form the packet domain are:

3G-SGSN: The 3G-SGSN is the main core network element for packet services. It

provides the necessary control functionality towards both the UE and the

GGSN. It also provides the appropriate signaling and data interfaces. These

include connection of an IP-based network towards the GGSN, SS7 towards the

HLR, and TCP/IP or SS7 towards the UTRAN.

Functionalities provided by the 3G-SGSN include: session management;

support for Iu, Gn, and MAP interfaces; short message services, mobility

management, subscriber database functionality, and charging.

GGSN: provides inter-working with the external packet-switched network and is

connected with the SGSN via an IP based network. The GGSN may optionally

support an SS7 interface towards the HLR, which is used to handle mobile

terminated packet sessions.

Functionalities provided by the 3G-GGSN include: maintenance of informa-

tion on mobile location at SGSN level; the formation of a gateway between the

UMTS packet network and external data networks (e.g., IP, X.25), the provision

of gateway-specific access methods to intranets (e.g., PPP termination), user

data screening and security, and support for charging for the external data

network usage.

Firewall: This entity is used to protect the operator’s backbone data network from

attack from external packet data networks.

The DNS and DHCP servers: The DNS server is used, as in any IP network, to

translate host names into IP addresses. A DHCP (dynamic host configuration

protocol) server is used to manage the allocation of IP configuration informa-

tion by automatically assigning IP addresses to systems configured to use

DHCP. Additionally, the GGSN may have to allocate a dynamic address to

the UE upon PDP context activation.

Packet charging Gateway: This provides a mechanism to transfer charging infor-

mation from the SGSN and GGSN nodes to the network operator’s chosen

billing center.

Billing center: This collects CDRs (call detail records) and produces customer-

billing information.

SMS-GMSC: This supports short message service via a gatewayMSC (GMSC) for

packet and circuit mode messages.

In basic GSM, security is concentrated on the radio path security, which is

implemented in the access network part of the network. In UMTS networks,

security is a broader topic. Radio path security is important, but in addition to

this, security must be provided in other vulnerable areas as well, e.g., security

of connections inside the UMTS network, and between the networks con-

trolled by different mobile network operators.
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The radio access technology changes from TDMA in GSM and GPRS to

WCDMA for UMTS. However, access security requirements do not change

fromGSM. InUMTS, as inGSM, it is also required that end users of the system

are authenticated. TheGSM-based authentication procedures have been carried

over toUMTSwith slight enhancements to overcome some of theGSMsecurity

vulnerabilities. Some well known vulnerabilities of GSM are:

(1) Sensitive control data, e.g., keys used for radio interface ciphering, are sent

between different network elements without ciphering;

(2) Some parts of the security architecture are kept secret, e.g., the cryptographic

algorithms: this precludes scrutiny of such algorithms by the public with regard to

their vulnerabilities, and subsequent attempts to strengthen them;

(3) Vulnerability of radio interface ciphering keys due to brute force attacks for

breaking them.

The UMTS implements solutions in the security architecture to overcome these

limitations in the access part of the network. Some of the new solutions are:

* Mutual authentication of the users and the networks;

* Use of temporary identities;

* Radio access network encryption;

* Protection of signaling messages inside UTRAN.

In this section, I briefly cover these solutions. For additional details, please

refer to [12].

Mutual authentication

There are three entities involved in the authentication mechanism of the

UMTS system:

(1) Home network;

(2) Serving network (SN);

(3) Mobile Station with USIM card (USIM is the UMTS version of GSM SIM card).

The basic idea is that the serving network (SGSN) checks the subscriber’s

identity (as inGSM) by a so-called challenge-and-response technique while the

mobile station checks that the serving network has been authorized by the

home network to do so. The latter part is a new feature in UMTS, compared

withGSM, and through it the mobile station can check that it is connected to a

legitimate network.

The cornerstone of the authentication mechanism is a master key (Ki) that is

shared between theUSIMof the user and the home network database. This is a
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permanent secret with a length of 128 bits. The key (Ki) is never transferred out

from the two locations. The keys for mutual authentication and the keys for

encryption and integrity checking are derived using the master key during every

authentication event and the derived keys also have the same length of 128 bits.

Now I am ready to discuss the UMTS authentication at a higher level. The

authentication procedure can be started after the user is identified in the

serving network. The identification occurs when the identity of user, i.e., its

permanent identity (IMSI) or temporary identity (TMSI), has been trans-

mitted to the VLR or SGSN. Then the VLR or SGSN sends an authentication

data request to the authentication center (AuC) in the home network. The

authentication center contains master keys of users and, based on the knowl-

edge of the IMSI, the AuC is able to generate authentication vectors for the

user. The generation process contains execution of several cryptographic

algorithms, which are described in [12] in more detail. The generated vectors

are sent back to the VLR or SGSN in the authentication data response. This

process is depicted in Fig. 2.9. These messages are signaling messages.

In the serving network, one authentication vector is needed for each authen-

tication instance, i.e., for each run of the authentication procedure. This means

that the signaling between the SN and the AuC is not needed for every authen-

tication event and it can, in principle, be done independently of the user actions

after the initial registration. The VLR or SGSN may fetch new authentication

vectors from the AuC well before the number of stored vectors runs out.

The VLR or the SGSN of the serving network sends a user authentication

request to the terminal. This message contains two parameters from the

RNC

(4) RES 

VLR/SGSN

(3) RAND, AUTN

UE AUC

(2) RAND, AUTN, XRES

(1) IMSI

Figure 2.9 User authentication in UMTS
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authentication vector, called RAND and AUTN. These parameters are trans-

ferred into theUSIMof the mobile station. TheUSIM contains themaster key

Ki and, using it with the parameters RAND and AUTN as inputs, USIM

generates an authentication vector similar to that in AuC. The USIM verifies

that the AUTN that it received from the AuC is the same as it just generated. If

the result is positive, then the computed parameter RES is sent back to the

VLR or SGSN in the user authentication response. Now the VLR or SGSN is

able to compare the user response, RES, with the expected response, XRES,

which is part of the authentication vector. In the case of a match, the MS is

authenticated. The keys for radio access network encryption and integrity

protection, namely CK and IK, are created as a by-product in the authentica-

tion process. These temporary keys are included in the authentication vector

and, thus, are transferred to the VLR or SGSN. These keys are later trans-

ferred to the RNC in the radio access network when the encryption and

integrity protection are started. The USIM, however, is also able to compute

CK and IK after it has obtained theRANDand verified it through the AUTN.

Temporary keys are later transferred from USIM to MS for use in the

encryption and integrity protection algorithms.

Encryption in the UTRAN

Once the user and the network have authenticated each other they may begin

secure communication. As discussed, a cipher key, CK, is shared between the

core network and the terminal after a successful authentication event. Before

encryption can begin, the communicating parties have to agree on the encryp-

tion algorithm. The UMTS defines such an algorithm for its release 99 [14].

The encryption and decryption takes place in the terminal and the radio

network controller (RNC), which is part of the UTRAN. This means that

the cipher key, CK, has to be transferred from the core network to the radio

access network. The core network uses a special layer-three message to trans-

mit the key to RNC. After the RNC has obtained the key it can switch on the

encryption by informing the terminal in another special layer three message.

UTRAN encryption is described in detail in [12] and [15].

2.3 Bluetooth or IEEE 802.15 security

Bluetooth is a short-range wireless communication standard that enables

personal area networking among a wide variety of personal devices ranging

from laptops to cell phones, computers to printers, personal digital assistants

to wireless headsets, and many other devices and applications. An excellent

introduction to Bluetooth is given in [16] and [17], and the interested reader

40 Wireless security



should reference these. In this section I briefly describe the security aspects of

the Bluetooth devices. Please see [16] for the details of Bluetooth security.

Like any other wireless network that is prone to signal interception and

subsequent decoding, Bluetooth is no exception, but to provide for a secure

communication among the Bluetooth devices, the standard provides protec-

tion from eavesdropping or falsifying the origin of messages, which is known

as spoofing. Bluetooth applications may choose from several levels of error

correction encoding techniques to facilitate reliable communication. The tech-

nology also provides for several levels of secure communication by stipulating

protocols and procedures for authentication, authorization, and encryption at

the hardware level as well as the software level. Because of its strong security

features and interface management procedures, Bluetooth enables concurrent

networks in the same geographic space, allowing devices to participate in

different networks at the same time.

The main security features that a Bluetooth device can have are:

(1) A challenge-response routine for authentication, which prevents spoofing and

unwanted access to critical data and functions;

(2) Stream cipher for encryption, which prevents eavesdropping and maintains link

privacy;

(3) Session key generation – session keys can be changed at any time during a connection.

Bluetooth devices can use the following entities in the security algorithms they

execute to provide secure communication:

(1) The 48 bit Bluetooth device address is a public entity unique for each device and

can be obtained through the inquiry procedure;

(2) The 128 bit private user key is a secret entity that is derived during initialization

and is never disclosed;

(3) A 128 bit random number is derived from a pseudo-random process in the

Bluetooth unit, generating a different number for each new transaction.

These are link-layer functions for providing security for Bluetooth devices, but

frequency hopping and the limited transmission range also helps to prevent

eavesdropping.

2.4 Summary and further reading

This chapter provided a basic introduction to wireless security for WAN,

LAN, and PAN environments in brief. A detailed treatment of all the schemes

in one chapter is not feasible. For additional information, interested readers

should consult the corresponding references provided in this chapter.

2.4 Summary and further reading 41



2.5 References

[1] IEEE Standard 802.11, 1999 Edition (R2003) (ISO/IEC 8802–11:1999), IEEE
Standard for Information Technology – Telecommunications and Information
Exchange between Systems – Local AndMetropolitan Area Network Specification
Requirements – Part II. Wireless LAN Medium Aceess Control (MAC) and
Physical Layer (PHY) Specifications, 1999.

[2] B. Bing, Wireless Local Area Networks, John Wiley and Sons, 2002.
[3] IEEE 802.11 Study Group, http://groupr.ieee.org/groups/802/11.
[4] R. Housely and D. Whiting, Temporal Key Hash, IEEE Standard 802.11-01/550.
[5] R. Housely, D.Whiting, andN. Ferguson,Alternative Temporal KeyHash, IEEE

Standard 802.11i, 11-02-282r0.
[6] T. Moore and C. Chaplin, TGi Security Overview, IEEE Standard 802.11i, 10-02-

114r1.
[7] www.esat.kuleuven.ac.be/�rijmen/rijndael.
[8] National Institute of Standards and Technology, www.nist.gov.
[9] P. Rogaway, www.cs.ucdavis.edu/�rogaway.

[10] S. Frankel, R. Glenn, and S. Kelly, ‘‘The AES-CBC Cipher Algorithm and Its Use
with IPSec, www1.ietf.org/mail-archive/web-dd/ietf-announce-old/Current/
msg26234.html, 2003.

[11] R. Housely, D. Whiting, and N. Fergusen, AES-CTR-Mode-with-CBC-MAC,
80211-02-001r1.

[12] 3rd Generation Partnership Project: Technical Specification Group (Services and
System Aspects) 3G Security; Specifications of A5/3 Encryption Algorithms for
GSMandECSD, and theGEA3EncryptionAlgorithm for GPRS;Document 1:A5/3
and GEA3 Specifications (Release 6), 3GPP TS 55.216, ver. 6.2.0, 2003.

[13] ETSI, Digital Cellular Telecommunications System (Phase 2þ), General Packet
Radio Service (GPRS); Service Description; Stage 2, GSM 03.60, ver. 6.4.0, 1997.

[14] 3GPP Technical Specifications: www.3gpp.org.
[15] H. Kaaranen, A. Ahitiainen, L. Laitinen, S. Naghian, and V. Niemi, UMTS

Networks: Architecture, Mobility, and Services, John Wiley and Sons, 2001.
[16] C. Bisdikian, P. Bhagwat, B. Gaucher, et al., ‘‘WiSAP – A wireless personal

access network for handheld computing devices,’’ IEEE Personal Commun.,
vol. 5, no. 6, 1998, pp. 18–25.

[17] Bluetooth SIG, Bluetooth – Specification of the Bluetooth System, vol. 1, core,
ver. 1.1.

42 Wireless security



3

Threats and attacks

Ad hoc networks are vulnerable not only to attacks from outside but also from

within. Moreover, these attacks can be active as well as passive. In this chapter,

I will discuss the various possible attacks on wireless ad hoc networks; this will

then facilitate the discussion about designing the security schemes for such

attacks in subsequent chapters. The significance of the various security needs

discussed in Chapter 1 now comes to the fore, since any attack essentially

disrupts either the operational mechanisms, or the security mechanisms includ-

ing the security apparatus.

3.1 Attack classification

Ad hoc networks are typically subjected to two different levels of attacks. In

the first level of attack, the adversary focusses on disrupting the basic mechan-

isms of the ad hoc network, such as routing, which are essential for proper

network operation, and in the second level of attacks, the adversary tries to

damage the security mechanisms employed by the network, such as key

management schemes or cryptographic algorithms in use. This can be one

way of classifying attacks. Alternatively, attacks against ad hoc networks can

be classified into two groups in a different way:

(1) Passive attacks which involve only eavesdropping on the data that is being com-

municated in the network. Examples of passive attacks include covert channels,

traffic analysis, sniffing to compromised keys, etc., and

(2) Active attacks which involve specific actions performed by adversaries, for

instance, the replication, modification, and deletion of exchanged data among

the nodes.

Adversaries attempt to change the behavior of the operational mechanisms

in active attacks while they are subtle in their activities in passive attacks.
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The information gathered as a result of data sniffing during a passive attack

may subsequently form a basis for an active attack. Attacks are also classi-

fied according to the facilities used by the attackers. For example an attack

launched by a remote adversary will be classified as externalwhereas an attack

launched by one of the nodes which is part of the network will constitute an

internal attack.

External attacks are typically active attacks that try to cause congestion in

the network, propagate incorrect routing information, prevent services from

working properly, or shut down the network completely. External attacks can

typically be prevented by using standard security mechanisms, such as fire-

walls, encryption, and other cryptography based algorithms, etc. Internal

attacks are typically more severe attacks, since malicious insider nodes already

belong to the network as an authorized party and are thus protected by the

security mechanisms of the network and its services. Thus, such malicious

insiders, who may even operate in a group, may use the standard security

means to actually protect their own attacks.

In this chapter, I will discuss some important attacks that could be launched

against the ad hoc network as well as individual nodes.

3.2 Denial of service (DoS)

The denial of service threat produced either by an unintentional failure in the

system or a malicious action forms a severe security risk in any distributed

system. The classical way to create a DoS attack is to flood any centralized

resource so that it no longer operates correctly or crashes. But in ad hoc

networks, this may not be an applicable approach, due to the distribution of

responsibility as well as the lack of a centralized resource. Radio jamming and

battery exhaustion are two other ways in which service can be denied to other

nodes and users. A distributed DoS attack is an even more severe threat. If the

attackers have enough computing power and bandwidth to operate with, smal-

ler ad hoc networks can be crashed or congested rather easily. Compromised

nodes may be able to reconfigure the routing protocol or a part of it, such that

they can send routing information very frequently, thus causing congestion and

preventing nodes in gaining the latest information about the changed topology

of the network. If the presence of compromised nodes and the compromised

routing are not detected, the consequences to the network are severe, as the

network may seem to operate normally to the other nodes. This kind of invalid

operation of the network initiated by malicious nodes is called a Byzantine

failure. For example, a compromised node could participate in a session

but simply drop a certain number of packets, which may lead to degradation

44 Threats and attacks



in the quality of service being offered by the network. In summary, some of the

examples of Denial of Service attacks are:

* SYN flooding In this type of DoS attack, the adversary sends a large number of

SYN packets to a victim node, spoofing the return address of the SYN packets. On

receiving the SYN packets, the victim node sends back acknowledgement (SYN-

ACK) packets to nodes whose addresses have been specified in received SYN

packets and awaits for ACKs from the senders, which never arrive. If sufficient

connections are established among multiple senders and the victim, it is likely that

its memory resources may be exhausted (table overflow), owing to the currently

open connections and the victim cannot now accept a new legitimate request for a

connection.

* Jamming This type of DoS attack is initiated by a malicious node after determining

the frequency of communication used by the receiver and using the same frequency

to send data to the receiver thereby interfering with its operation. Frequency

hopping is an established technique to get around jamming attacks.

* Distributed denial of service attack This type of attack is launched by a group of

compromised nodes who are part of the same network and who collude together to

bring the network down or seriously affect its operation.

3.3 Impersonation

Impersonation attacks form a serious security risk at all levels of ad hoc

networking. If proper authentication of parties is not supported, compromised

nodes may be able to join the network, send false routing information, and

masquerade as some other trusted nodes. A compromised node may get access

to the network management system of the network and may start changing the

configuration of the system as a super-user who has special privileges. At the

service level it is then possible that a malicious party could have its public key

certified even without proper credentials. A malicious party may be able to

masquerade itself as any of the friendly nodes and give false orders or status

information to other nodes. Impersonation threats are mitigated by applying

strong authentication mechanisms in contexts where a party has to be able to

trust the origin of data it has received or stored. Most often, this means

application of digital signatures or keyed fingerprints over routing messages,

configuration or status information, or exchanged payload data of the services

in use in as many layers of the protocol stack as possible. Digital signatures

implemented with public-key cryptography are a problematic issue within ad

hoc networks, as they require an efficient and secure key management service

and require relatively more computation power. Thus, in many cases, lighter

solutions, such as the use of keyed hash functions, or a priori negotiated and
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certified keys and session identifiers, are needed. They do not, however, remove

the demand for secure key management or proper confidentiality protection

mechanisms.

Twowell known impersonation attacks, Sybil andTrust, are discussed below.

3.3.1 Sybil attack

In the Sybil attack [1, 2] a malicious node behaves as if it were a larger number

of nodes (instead of one) by impersonating other nodes or simply by claiming

false identities. In the worst case, a Sybil attacker may generate an arbitrary

number of additional node identities, using only one physical device. The

additional identities that the node acquires are called Sybil nodes. There are

three possible dimensions in which a Sybil attack can be launched. Each of

these dimensions is discussed below.

(1) Direct or indirect communication Direct communication In this case, one

way to perform the Sybil attack is for the Sybil nodes to communicate directly

with legitimate nodes. When a legitimate node sends a radio message to a

Sybil node, one of the malicious devices listens to the message. Likewise,

messages sent from Sybil nodes are actually sent from one of the malicious

devices.

Indirect communication In this type of attack the communication between a

Sybil node and a legitimate node is indirect, i.e., via another malicious node. In

other words, legitimate nodes are not able to communicate directly with the

Sybil nodes. Messages sent to a Sybil node are routed through one of these

malicious nodes, which then pass it on to a Sybil node.

(2) Fabricated or stolen identities A Sybil node has two options for getting an

identity to itself. The first option is that it fabricates a new identity for itself.

The second option is that it steals an identity of a legitimate node. While using

the first option, a Sybil node can create an arbitrary and random 32 bit integer

number as an identifier, if the network, for example, is using 32 bit identifiers

for nodes.

A Sybil node has, somehow, to find legitimate identities for communicating

with other legitimate nodes, and one option is if it can somehow steal these.

The easiest way to get an identity is to get the identity of an impersonated node,

if such a node exists in the network. The identity theft can remain undetected if

the impersonated node is destroyed or temporarily disabled from the network.

If the range of legitimate identities is limited by some security mechanisms then

identity fabrication can be difficult.
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(3) Simultaneity Simultaneous The attacker may try to have all his or her

Sybil identities participate in the network at once.While a particular hardware

entity can only act as one identity at a time, it can cycle through these identities

to make it appear that they are all present simultaneously.

Non-simultaneous In this type of attack, some node identities are used in one

time interval, and others are used in the next time interval. Also, if the attackers

have several compromised nodes, then these nodes can swap their identities on

a periodic basis and remain undetected.

Known examples of Sybil attacks

Here are some of the known applications of Sybil attacks for wireless ad hoc

and sensor networks:

(1) Routing Sybil attacks have been shown to be effective against routing protocols in

ad hoc and sensor networks. The multi-path and disparity routing algorithms are

particularly vulnerable if the path consisting of multiple segments goes through a

single malicious node presenting several Sybil node identities. This attack can also

affect geographical routing protocols when a Sybil node appears in several loca-

tions at once instead of appearing in one place.

(2) Data aggregation Sensor networks use query protocols, which compute aggregates

of sensor readings within the network to conserve energy, rather than returning

individual sensor readings. If there are a small number ofmalicious nodes reporting

erroneous sensor readings, then theymay not be able to affect the aggregate reading

by a wide margin. But by using a Sybil attack, a node may be able to contribute to

the aggregate many times, thereby affecting the aggregate sensor reading.

(3) Voting In certain applications, sensors can be used to perform voting, in order to

facilitate decision making. Because of the ability of Sybil nodes to replicate

identities, such nodes can affect the outcome of any vote.

(4) Misbehavior detection The presence of Sybil nodes in a network may make it

difficult to identify a misbehaving node. An attacker with many Sybil nodes

could ‘‘spread the blame’’ by not having any one Sybil identity misbehave enough

for the system to take action. Also, if the action taken is to revoke the offending

node, the attacker can simply continue using new Sybil identities to misbehave,

never getting revoked himself or herself.

(5) Fair resource allocation In networking, resources are often shared among the nodes

and often allocated on a per node basis. For example, a wireless channel using

TDMAMAC may assign the same channel to different users for short intervals of

time (time slots). The Sybil attacker can disrupt the fair allocation of resources by

assigning a resource to the same node several times by changing its identity.

This section is primarily focussed on introducing Sybil attack and its char-

acteristics without delving into mechanisms for its detection. For defense

mechanisms that can be used against the Sybil attacks, see [3].
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3.3.2 Trust attack

A trust attack is another type of impersonation attack. In simple security

applications, in which the goal is to protect a given message or an item from

passive or active attacks, user trust can be established as an authentication

procedure between a system and a user. But there are applications which

require multiple security levels. For example military applications have infor-

mation that is categorized as unclassified (U), confidential (C), secret (S), or

top secret (TS), and each type of information can require a set of authentica-

tion rules that have some sort of hierarchical structure, called a trust hierarchy.

A trust hierarchy is basically an explicit representation of trust levels that

reflects organizational privileges. It associates a number with each privilege

level, to reflect the security, importance, or capabilities of the mobile node and

also of the paths. Attacks on the trust hierarchy can be broadly classified as

outsider attacks and insider attacks, based on the trust value associated with

the identity or the source of the attack. What is also needed is a binding

between the identities of the users with the associated trust levels. Without

this binding, any user can impersonate anybody else and obtain the privileges

associated with higher trust levels. To prevent this, stronger access control

mechanisms are required (authentication, authorization, and accounting or

AAA). To force the nodes and users to respect the trust hierarchy, crypto-

graphic techniques, e.g., encryption, public key certificates, shared secrets,

etc., can be employed. Traditionally, strong authentication schemes are used

to combat outsider attacks. The identity of a user is certified by a centralized

authority, and can be verified using a simple challenge–response protocol.

Insider attacks are launched by compromised users within a protection

domain or trust level. Routing protocol packets in existing ad hoc networks

do not carry authenticated identities or authorization credentials, and hence

compromised nodes can potentially cause a lot of damage. Insider attacks, in

general, are hard to prevent at the protocol level. Some techniques to prevent

insider attacks include secure transient associations, and tamper-proof and

tamper-resistant nodes. Tamper-proof and tamper-resistance concepts are

discussed in Section 3.7.

3.4 Disclosure

Any communication must be protected from eavesdropping whenever confi-

dential information is exchanged. Also, the critical data that the nodes store

must be protected from unauthorized access. In ad hoc networks, such infor-

mation can include almost anything, e.g., the specific status details of a node,
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the location of nodes, private or secret keys, passwords, and so on. Sometimes the

control data are more critical for security than the traffic data. For instance,

the routing directives in packet headers such as the identity or location of the

nodes can be more valuable than the application-level messages. The identities

of the observed nodes, traffic patterns around a node, or the detected radio

transmissions that a node generates, may be just the information an adversary

needs to launch a well targeted attack.

3.5 Attacks on information in transit

In addition to exploiting vulnerabilities related to the protection and enforce-

ment of the trust levels, compromised or enemy nodes can utilize the informa-

tion carried in the routing protocol packets to launch attacks. These attacks

can lead to corruption of information, disclosure of sensitive information,

theft of legitimate service from other protocol entities, or denial of network

service to protocol entities. Threats to information in transit include:

Interruption The flow of routing protocol packets, especially route discovery mes-

sages and updates, can be interrupted or blocked by malicious nodes. Attackers

can selectively filter control messages and updates, and force the routing proto-

col to behave incorrectly.

Interception and subversion Routing protocol traffic and control messages, e.g.,

‘‘Keep alive’’ and ‘‘Are you up?’’ messages can be deflected or rerouted.

Modification The integrity of the information in routing protocol packets can be

compromised by modifying the packets themselves. False routes can be propa-

gated, and legitimate nodes can be bypassed.

Fabrication False route and metric information can be inserted into legitimate

protocol packets by malicious insider nodes.

3.6 Attacks against routing or network layer

Attacks against routing are basically of two types: internal and external.

External attacks can again be classified as active or passive. In this section,

the various kinds of routing attacks are briefly discussed.

3.6.1 Internal attacks

An internal attack is a more severe kind of threat to ad hoc networks. The

attacker may broadcast wrong routing information to other nodes within the

network. A compromised node can be categorized as a source of internal

attacks. Detecting modified information in routing protocols is inherently
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difficult because compromised nodes are able to generate valid signatures

using their private keys. Also differentiating between modifications in data

due to an actual attack or due to wireless link impairment may be difficult.

3.6.2 External attacks

External attacks on routing can be divided into two categories: passive and

active. Passive attacks involve unauthorized ‘‘listening’’ to the routing packets.

This might be an attempt to gain routing information from which the attacker

could extrapolate data about the positions of each node in relation to the

others. For example, an attacker that eavesdrops on all the routing updates

transmitted in a certain part of the ad hoc network can begin to piece together

proximity information of the nodes. For example, it can figure out which

nodes are close together (one or two hops apart) and which nodes are far

from each other (many hops apart). In a passive attack, the attacker does not

disrupt the operation of a routing protocol but only attempts to discover

valuable information by listening to the routed traffic. This type of attack is

usually impossible to detect, which makes defending against such attacks

difficult. Furthermore, routing information can reveal relationships between

nodes or disclose their IP addresses. If a route to a particular node is requested

more often than to other nodes, the attacker might expect that the node is

important for the functioning of the network, and may possibly conclude that

disabling it could bring the entire network down. Other interesting informa-

tion that is disclosed by routing data is the location of nodes, as discussed

above. Even when it might not be possible to pinpoint the exact location of a

node, one may be able to discover information about the network topology. It

is worth noting that in an IP network, one cannot defend against these attacks,

for example, by only using IPsec. The packets still have most of their IP

headers in plaintext, and it may not even be feasible to have symmetric keys

distributed to every node in a network.

Active attacks on the network from outside sources are meant to degrade or

prevent message flow between the nodes. Active external attacks on the ad hoc

routing protocol can collectively be described as denial-of-service attacks,

causing a degradation or complete halt in communication between nodes.

One type of attack involves insertion of extraneous packets into the network

in order to cause congestion. A more subtle method of attack involves inter-

cepting a routing packet, modifying its contents, and sending it back into the

network. Alternatively, the attacker can choose not to modify the packet’s

contents but rather to replay the packet back to the network at different times,

introducing outdated routing information to the nodes. The goal of this form
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of attack is to confuse the routing nodes with conflicting information, delaying

packets, or preventing them from reaching their destination. To perform an

active attack, the attacker must be able to inject arbitrary packets into the

network. The goal may be to attract packets destined to other nodes to the

attacker for analysis or just to disable the network. An active attack can

sometimes be detected and this makes active attacks a less inviting option

for most attackers. Some types of active attacks that can usually be easily

performed against an ad hoc network are described below:

(1) Black hole In this attack, a malicious node uses the routing protocol to advertize

itself as having the shortest path to the node whose packets it wants to intercept.

In a flooding-based protocol, the attacker listens to requests for routes. When the

attacker receives a request for a route to the target node, the attacker creates a

reply consisting of an extremely short route. If the malicious reply reaches

the requesting node before the reply from the actual node, a forged route gets

created. Once the malicious device has been able to insert itself between the

communicating nodes, it is able to do anything with the packets passing between

them. It can choose to drop the packets to perform a denial-of-service attack, or

alternatively use its place on the route as the first step in a man-in-the-middle

attack.

(2) Routing table overflow In this attack, the attacker attempts to create routes to non-

existent nodes. The goal is to create enough routes to prevent new routes from

being created or to overwhelm the protocol implementation. Proactive routing

algorithms attempt to discover routing information even before it is needed, while

a reactive algorithm creates a route only once it is needed. An attacker can simply

send excessive route advertizements to the routers in a network. Reactive proto-

cols, on the other hand, do not collect routing data in advance.

(3) Sleep deprivation Usually, this attack is practical only in ad hoc networks where

battery life is a critical parameter. Battery-powered devices try to conserve energy

by transmitting only when absolutely necessary. An attacker can attempt to

consume batteries by requesting routes, or by forwarding unnecessary packets

to the node using, for example, a black hole attack. This attack is especially

suitable against devices that do not offer any services to the network or offer

services only to those who have some special credentials. Regardless of the proper-

ties of the services, a nodemust participate in the routing process unless it is willing

to risk becoming unreachable to the network.

(4) Location disclosure A location disclosure attack can reveal something about the

locations of nodes or the structure of the network. The information gained might

reveal which other nodes are adjacent to the target, or the physical location of a

node. Routing messages are sent with inadequate hop-limit values and the

addresses of the devices sending the ICMP error messages are recorded. In the

end, the attacker knows which nodes are situated on the route to the target node. If
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the locations of some of the intermediary nodes are known, one can gain informa-

tion about the location of the target as well.

(5) Wormhole attack In this attack, an attacker receives packets at one location in the

network and tunnels them (possibly selectively) to another location in the net-

work, and from there the packets are resent into the network. This tunnel between

two colluding attackers is referred to as a wormhole. It could be established

through a single long range wireless link or even through a wired link between

the two colluding attackers. Owing to the broadcast nature of the radio channel,

the attacker can create a wormhole even for packets not addressed to itself. If

wormholes are created purely for packet relaying purposes, then wormholes are

harmless, provided the attacker has no malicious intentions. If the attacker is

malicious, then the wormhole can compromise the security of the network. If there

are no security mechanisms deployed in the network to prevent wormhole attacks,

the existing ad hoc routing protocols are not likely to discover valid routes for

packet forwarding.

3.7 Node hijacking

The power at which a signal is transmitted at any given frequency is not policed

by any single entity. Communication channels coexist in the same geographi-

cal area by cooperating and following some standards. However, there is no

regulatory authority to enforce the power-level policy. This means that a

malicious node can capture the channel at any time for long periods of time

without letting a well behaved authorized user communicate on the channel.

A malicious node may also pose as a base station and encourage mobiles to

connect to it and collect data (passwords, secret keys, logon names, etc.) and

information from these nodes. This is an example of a node hijacking where a

legitimate base station has been hijacked by a malicious node.

A hijacking attack is perpetrated remotely by abusing routing protocols

and, as a result, leads to detouring of messages or ‘‘route hijacking.’’ Here the

hijacker modifies the routing information in an effort to hijack traffic to and

from selected nodes. Using trustworthy nodes or tamper-proof nodes to route

traffic may be a solution to node hijacking or route hijacking attacks. Another

well known approach to overcoming route hijacking is by employing reputation-

based control. In this approach, routers may keep ‘‘reputation tables’’ or

‘‘reputation caches’’ that list nodes they trust. The routing protocols can be

made immune to node or route hijacking attacks by enabling routers to keep

and possibly exchange reputation-based information. Routers can then use

this information to resolve conflicting updating information, and to determine

what control messages to handle and act on.
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3.7.1 Tamper resistance and tamper proofing

Weknow that the typical security solutions that are proposed for wireless ad hoc

networks consist of cryptography-based algorithms, such as symmetric cipher,

public-key cipher, and hash functions.However, these cryptographic algorithms

alone cannot ensure security, since most ad hoc systems present attackers with

an abundance of opportunities to observe or interfere with their implementa-

tions, and, in the process, to compromise their theoretical strength. To provide

security in such circumstances, it is imperative that ad hoc nodes be tamper

resistant. A tamper-resistant design refers to the process of designing an ad hoc

node (AN), architecture, and implementation that is resistant to such attacks.

From the hardware perspective, an ad hoc node resembles an embedded system.

Two areas of security that are pertinent to AN security in the context of

tampering are related to data integrity and confidentiality. Data integrity

ensures that the data in an ad hoc node has not been deleted or altered by

someone without permission. Software integrity ensures that the programs in

the system have not been altered, whether by an error, a malicious user, or a

virus. To a large extent, confidentiality is about unauthorized reading of data

and programs while integrity is concerned with unauthorized writing.

Cryptographic algorithms form a set of primitives that can be used as

building blocks to construct security mechanisms that serve specific objectives.

For example, network security protocols, such as IPSec and, SSL combine

these primitives to achieve authentication between communicating entities,

and ensure the confidentiality and integrity of communicated data. These

mechanism are referred to as ‘‘functional security mechanisms,’’ since they

only specify what functions are to be performed, irrespective of how these

functions are implemented. For example, the specification of a security pro-

tocol is usually independent of whether the encryption algorithms are imple-

mented in software running on an ad hoc processor, or using custom hardware

units, and whether the memory used to store intermediate data during these

computations is on the same chip as a computing unit or on a separate chip.

The separation of concerns between functional security mechanisms and their

implementation has enabled rigorous theoretical analysis and design of crypto-

systems and security protocols. In the process, however, various assumptions

are made about the implementation of functional security mechanisms. For

example, it is typically assumed that the implementation of cryptographic

algorithms are ideal ‘‘black boxes,’’ whose internals can neither be observed

nor interfered with by anymalicious entity. Under these assumptions, the level

of security is widely quantified in terms of mathematical properties of the

cryptographic algorithms and their key lengths.
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In practice, functional security mechanisms alone are far from being com-

plete security solutions. It is unrealistic to assume that attackers will directly

attempt to take on the computational complexity of breaking the crypto-

graphic primitives employed in security mechanisms. Rather, they will look

for weaknesses in the implementation and deployment of functional security

mechanisms and their cryptographic algorithms. These weaknesses can allow

attackers to bypass completely, or significantly weaken, the theoretical

strengths of security solutions. Such implementation vulnerabilities abound

in current node hardware due to:

(1) Untrustworthiness of operational environment It is expected that ad hoc nodes

guarantee secure operation even when under the possession of owners who cannot

be trusted. It is a lot easier to design a system if we can rely on inbuilt physical

security of the device, or assume that parts of the system cannot be physically

accessed by malicious operators. However, ANs are sometimes required to work

under complex trust relationship, where one party wants to put a secure device in

the hands of another, with the assurance that the second party cannot modify the

internals of the secure device. For example, being smaller in size, ad hoc nodes are

more prone to loss or theft and as a consequence can remain in the hands of

malicious users for extended periods of time.

(2) Networking Ad hoc nodes may have inbuilt networking interfaces that expose

them to many sources of attack on the security mechanisms and that can be

launched by remotely located entities. Wireless interfacing makes these nodes

inherently vulnerable and if there is connectivity to the Internet, then the vulner-

ability is further compounded.

(3) Downloaded software The software that ad hoc nodes use may be third-party

software purchased from a vendor, downloaded from the Internet. Such software

pieces may contain viruses, worms, and Trojan horses, which are preferred instru-

ments of malicious users for launching attacks.

(4) Commercial off-the-shelf components The ad hoc node’s hardware is typically

assembled using components from multiple sources. The responsibility for ensur-

ing system security typically falls upon the manufacturer of the end product that is

sold, or upon the entity that provides services based on the end product.

Furthermore, even if each part of a system is secure in itself, it is known that

composition of parts may expose new vulnerabilities [4].

Designing systems that are absolutely tamper-proof is often not possible,

mainly due to two reasons: (i) very high costs incurred in assembling a device

that can withstand a large number of often unknown attacks [5], and (ii)

constant improvements in technology provide hackers with new tools to

increase their reach and capabilities to launch sophisticated attacks. As a

consequence, the approach that is taken in industry is to design systems that

are tamper-resistant.
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3.7.2 Attacks on secure ad hoc nodes

The previous section explained that to achieve high levels of security requires

strong functional security mechanisms that are embodied in tamper-resistant

implementations. The design of tamper-resistant implementations requires a

strong awareness of the potential implementation weaknesses that can become

security flaws, and careful consideration of security during all aspects of the

architecture, hardware and software design processes. In this section we

describe major attack techniques that can threaten the security of an ad hoc

node. Countermeasures for the prevention and detection of attacks along with

the recovery schemes that can be used after an attack are described in [3].

Figure 3.1 shows a high-level classification of attacks on an ad hoc node. At

the top level, attackers are classified into three main categories based on their

functional objectives.

(1) Integrity attacks The purpose behind these attacks is to try to change the data or

the code on the ad hoc node.

(2) Privacy attacks The idea behind these attacks is to gain access to sensitive infor-

mation stored, communicated, or manipulated within an ad hoc node.

Integrity attacks Privacy attacks Availability attacks

Eavesdropping

Microprobing

Virus

Trojan horse

Power analysis

Fault injection

Timing
analysis

Electomagnetic
analysis

Physical
attacks

Software
attacks

Ad hoc node
attacks

Side-channel
attacks

Figure 3.1 Classification of attacks on an ad hoc node
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(3) Availability attacks These attacks belong to the category of denial of service

attacks, which try to disrupt the normal functioning of the system by exhausting

the resources needed for normal operation.

A rather low level of classification of attacks on an ad hoc node can be arrived

at by considering the means that an attacker uses to initiate the attacks. The

three main categories of the vehicles or agents that the attackers use, shown in

Fig. 3.1, are:

Software attacks refer to attacks launched through software agents, such as viruses,

worms, Trojan horses, etc.

Physical attacks deal with physical abuse of the system at some level, e.g., chip,

board, or box.

Side-channel attacks are based on monitoring the system while it performs crypto-

graphic operations: examples of entities that are likely to be monitored are

execution time, power consumption, and node behavior in the presence of faults.

The agents that launch the attacks, could, again, be active or passive (see

Fig. 3.2). The passive agents simply observe some properties of the system

without interfering with it. An active agent, on the other hand, will interfere

with the operation of the system. Integrity and availability attacks require

interference with the system in some manner, and hence can be launched only

through active agents.

Tampering

SoftwareSide-ChannelPhysical

Eavesdropping Microprobing Power Analysis Fault Injection Timing Analysis
Electromagnetic

Analysis

Virus Trojan Horse

Figure 3.2 Tampering attacks on an ad hoc node
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While the classification given above helps in understanding different types

of attacks on a node, one needs to recognize that attackers rarely launch a

particular attack in its pure form. Instead they use combinations of different

attacks to realize their goals. For example, physical attacks may be used as a

precursor to side-channel attacks, which means removing the packaging of the

chip first and then observing the activities of the bus on the chip.

Software attacks

Software attacks are a major threat to an ad hoc node: they are launched using

malicious agents such as a worm or a virus and can affect the system security

attributes such as integrity, privacy and availability. This type of attack

requires a simple and inexpensive infrastructure. Malicious agents typically

look for the weaknesses in the system architecture which arise due to short-

comings in the software. These shortcomings are known as vulnerabilities or

exposures. A software vulnerability allows the attacker to gain direct access to

the end system, while an exposure provides an entry point that can be exploited

to gain access. A buffer overflow problem [6] is a common loophole in

operating systems and application software and is an excellent example

of a software attack. The buffer overflow effects include overwriting stack

memory, heaps, and the function pointers. The attacker can use buffer over-

flows to overwrite program addresses stored nearby. This may allow the

attacker to transfer control to malicious code, which, when executed, can

have adverse effects.

Physical and side-channel attacks

Various physical and side-channel attacks can be launched against an ad hoc

node. Some of the prominent attacks are discussed below:

Physical attacks The first step in such attacks is de-packaging. De-packaging

involves removal of the chip package by dissolving the resin covering the silicon

using fuming acid. The next step involves layout reconstruction using a systema-

tic combination of microscopy and invasive removal of covering layers. During

layout reconstruction, the internal structure of the chip can be inferred at

various granularities. While higher-level architectural structures within the

chip, such as data and address buses, memory and processor boundaries, etc.,

can be extracted with little effort, detailed views of lower-level structures such as

the instruction decoder and ALU in a processor, ROM cells, etc., can also be

obtained. Finally, techniques such as manual microprobing or electron-

beam microscopy are typically used to observe the values on the buses and the

interfaces of the components in a de-packaged chip. Physical attacks at the chip

level, however, are relatively hard because of their expensive infrastructure
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requirements relative to other attacks. But once done, they provide enough

information for launching non-invasive attacks. For example, the knowledge

of ROM contents, such as cryptographic routines and control data, can provide

an attacker with information that can assist in the design of suitable non-

invasive attack.

Power analysis attack The power consumption of any hardware circuit, e.g. a

processor running cryptographic software, is a function of the switching activity

at the wires inside it. Since the switching activity (and hence power consumption)

is data dependent, it is not surprising that the key used in a cryptographic

algorithm can be inferred from the power consumption statistics gathered over

a wide range of input data. Power analysis attacks have been shown to be very

effective in breaking small embedded systems [7]. Power analysis attacks are

categorized into two main classes: simple power analysis (SPA) and differential

power analysis (DPA) attacks.

Simple power analysis attacks rely on the observation that, in some systems,

the power profile of cryptographic computations can be directly used to reveal

cryptographic information such as the algorithm used, the cryptographic opera-

tions being performed, etc.; they require a reasonably high resolution to reveal

the cryptographic key. Differential power analysis attacks [7] employ statistical

analysis to infer the cryptographic key from power consumption data. This

attack uses the differences between traces to overcome the disadvantages of

measurement errors and the noise associated with SPA. Differential power

analysis has been shown to be effective in extracting symmetric keys as well as

public keys from several embedded systems.

Timing analysis Timing attacks [8] are based on exploiting the fact that execution

times of cryptographic computations are data dependent and, hence, can be used

to infer cryptographic keys. Execution time can vary, depending upon the

implementation of the algorithm as well as the architecture of the hardware.

However, by collecting the execution time statistics of the cryptographic algo-

rithm and subsequently analyzing the wide range of data it is possible to deal

with the differences in implementations to break the key.

Fault injection attacks Fault injection attacks rely on varying the external para-

meters and environmental conditions of a system, such as the supply voltage,

clock, temperature, radiation, etc., to induce faults in its components. The

injected faults can be transient or permanent and can compromise the security

of a system in several ways such as:

(1) Availability attacks By injecting the hardware faults in a system, its normal

operation can be disrupted and this may lead to a denial-of-service type of

attack. For example, if a bus is made unavailable by injecting a fault (e.g.,

change in voltage) no communication between different elements of the system

can take place.

(2) Integrity attacks The attacks are used to corrupt the code or the data by

modifying the contents stored in the memory.
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(3) Privacy attacks It has been shown that the RSA modulus [9] can be factored

very easily if faults can be introduced to affect the outputs of one of the

exponentiations being performed, thus revealing the cryptographic keys.

(4) Pre-cursor attacks Fault injection techniques are also useful as a precursor to

software attacks. For example, it has been shown that simple memory faults

induced by heat can be exploited by an untrusted program running on a

processor to assume complete control of its execution environment [10].

Electromagnetic analysis attacks These attacks are based on the observation that

the electromagnetic radiation emitted from a video display unit can be used to

reconstruct its screen contents [11]. The basic premise of this attack is that it

attempts to measure the electromagnetic radiation emitted by a device to reveal

sensitive information [12].

3.8 Further reading

This chapter discussed various attacks on ad hoc nodes and presented their

classification. It also presented several attacks, such as integrity attacks,

privacy attacks and availability attacks. The chapter then presented yet

another classification of attacks on an ad hoc node by considering the means

that the attackers use to launch attacks. The primary means that the attackers

used were software attacks, physical attacks, and the side-channel attacks that

can lead to tampering of an ad hoc node. There are several solutions that have

been proposed to make the design of an ad hoc node more tamper resistant,

which are discussed in references [13] and [14]. The treatment of various topics

related with the threats and attacks has been rather brief. Readers seeking

additional information should see the references cited in the chapter.
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4

Trust management

The previous chapters discussed mandatory security requirements, which

include confidentiality, authentication, integrity, and non-repudiation.

These, in turn, require some form of cryptography, certificates, and signatures.

Some other security-related mechanisms include user authentication, explicit

transaction authorization, end-to-end encryption, accepted log-on security

(biometrics) instead of separate personal identification numbers (PINs) and

passwords, intrusion detection, access control, logging, and audit trail. In this

chapter, I present some of the security schemes that govern trust among the

communicating entities. Governance of the trust can be based on principles

and practices of key management in distributed networks or other means such

as authentication. Additionally, this chapter discusses several well known

methods that are related to key management and authentication.

4.1 The resurrecting duckling

The resurrecting duckling security model [1] has been developed to solve the

secure transient association problem. An example of this would be when a

person buying a remote control would not want any other person to be able to

use another remote control bought at the same shop to work at his place, but

then the remote control has to work for some other person who might buy it

from the first owner. Like a duckling, who considers the first moving object it

sees to be its mother, in the same way a device would recognize the first entity

that sends it a secret key as its owner. When necessary, the owner could later

clear the imprinting and let the device change its owner. The imprinting –

sharing the key – would be done in a physical contact. In the case of several

owners with different access rights, the imprinting could be done several times

with different keys. In this manner, it could be possible to create a hierarchy

between the owners, or prioritize the service requests. Tamper resistance, or
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tamper evidence, may protect against physical threats of the nodes. In this

scheme, the uniqueness of a master is emphasized. A slave has two exclusive

states: imprinted and imprintable. The master controls the slave and they are

bound together with a shared secret that is originally transferred from master

to slave over a non-wireless, confidential, and integrated channel. The slave is

imprinted andmade imprintable by themaster. The slave becomes imprintable

as a consequence of conclusion of a transaction or by an order of the master.

The original ‘‘resurrecting duckling’’ security policy was extended to cover a

peer-to-peer interaction [2]. In the extension, amaster can be a human being in

addition to devices. A human master can imprint the slave device by using a

personal identification number (PIN). A master can also be a sensor node,

which is part of a network that is physically monitoring an event of interest in

an area. A sensor node has a battery, solar cell, sensing mechanisms, such as

sensors, and some digital computing hardware, besides an active transmitter

and receiver. Another feature of this extended scheme is that the master does

not have to be unique. The slave can also be imprinted by another master that

has a credential which is valid for that slave at that moment. The slave has a

principal master, but it can also receive some kinds of order from other

masters. In this extension of the resurrecting duckling model, the master can

upload a new policy in slave mode, too.

The next section deals with key management, which involves services like

trust models, cryptosystems, key creation, key storage, and key distribution,

each of which has been touched upon as part of security needs.

4.2 Key management

This section discusses the various schemes that have been proposed to ensure a

secure key management function within an ad hoc network. To be able to

protect nodes against eavesdropping by using encryption, it is necessary that

the nodes must have made a mutual agreement on a shared secret key or have

exchanged public keys. For rapidly changing ad hoc networks, the exchange of

encryption keys may have to be addressed on demand, thus without assump-

tions about a priori negotiated secrets. In somewhat static environments, the

keys may be mutually agreed upon proactively or even configured manually.

4.2.1 A distributed asynchronous key management service

Tactical operations of themilitary are still one of the key applications of ad hoc

networks and the military operations by nature are security sensitive. When

mobile nodes are used in hostile environments, such as the battlefield, it is quite
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possible that a set of nodes could be captured and compromised. The presence

of compromised nodes in a network allows for the possibility of launching

internal attacks. For this particular reason, it is preferable not to have centra-

lized nodes that act as certifying authorities. Distributed architectural solutions

will be more suited and will enhance the security of the ad hoc networks.

As has been said before, no single node of an ad hoc network can be

trustworthy because of unreliable physical layers, so it makes sense to develop

algorithms that distribute the trust among several nodes. One such approach,

described below, relies on the consensus of at least (tþ 1) out of n nodes, where

n � 3t þ 1.

In this discussion regarding distribution of trust, my focus is on securing the

routing information in an ad hoc network. Ad hoc routing protocols face two

types of threats. The first threat is from external attackers, who inject erro-

neous routing information, thereby distorting the routing behavior of the

network. The second threat is more severe, as this is created by compromised

nodes, which can create incorrect routing information that can be difficult to

detect because the routing information might have been signed by a valid

signature. Protection against the first kind of attack could be provided by

the use of cryptographic schemes such as digital signatures but such schemes

do not work for the second type of attacks, which are launched by compro-

mised nodes. As discussed above, the detection of compromised nodes through

routing information is difficult because it is hard to distinguish whether the

invalid information is created by compromised nodes or has become invalid

due to the topology change.

The routing of packets in a network consisting of a few compromised nodes

is accomplished by bypassing these nodes by the routing protocol and dis-

covering alternate routes. One of the security schemes that protects the routing

information as well as the data traffic is based on public key cryptography. In a

public key cryptography, each node has a public/private key pair. A public key

is distributed to every node that needs it, while private keys are known to

individual nodes and are not shared. Public key cryptography requires the

existence of a secure entity known as a certification authority (CA) for key

management. The CAhas a public/private key pair, whose public key is known

to every node. The CA issues certificates that bind a public key to a node. As I

have stated earlier that, for ad hoc networks, it is not a good idea to have a

centralized CA, the scheme discussed below advocates a distributed CA archi-

tecture in which the certification authority is formed by a set of nodes that

jointly manage the key management responsibility.

A distributed key management algorithm in which the private key of a

trusted service is divided and distributed to n servers is shown in Fig. 4.1.
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The service, as a whole, has a public/private key pairK/k. The public keyK is

known to all nodes in the network, whereas the private key k is divided into n

shares S1, S2,. . ., Sn, one share to each server. Each server i also has a public/

private key pair Ki/ki and knows the public keys of all nodes.

To create a signature with the private key, at least k out of the n servers need

to combine their knowledge. Combining the shares would not reveal the actual

private key. The correctness of the signature would, as usual, be verifiable with

the public key of the service. This method is called threshold cryptography: an

(n, k) threshold cryptography scheme allows n parties to share the ability to

perform a cryptographic operation (e.g., creating a digital signature). This is

shown in Fig. 4.2 for three servers where K/k is the public/private key pair of

the service. Using a (3, 2) threshold cryptography scheme, each server i gets a

share si of the private key k. For a message m, server i can generate a partial

signature PS (m, si) using its share si. Correct servers S1 and S3 both generate

partial signatures and forward the signatures to a combiner c. Even though

server S2 fails to submit a partial signature, c is able to generate the signature

(m)k of m signed by service private key k.

Any k parties can perform the operation jointly, whereas it is infeasible for,

at most, k� 1 parties to do so. If we suppose that, at most, k� 1 servers can be

compromised at a time, a false signature cannot be created. The key manage-

ment service also employs share refreshing and is scalable to changes in the
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K2 
/k2

Kn 
/kn
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S2
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K
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Figure 4.1 Key management service K/k
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Figure 4.2 Key management and threshold signature
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number of servers. Periodical share refreshing creates new shares of the private

key, so that an adversary cannot collect information about k shares over time.

In effect, the scheme makes use of redundancies in the network topology to

provide reliable key management and implements a distributed model due to

the lack of a central authority. The key idea of this algorithm is to use key

sharing with the assumption that the ratio between nodes compromised to

total nodes is bounded. If the upper limit on the number of compromised

server nodes can be set to t> 1, at least n� (3tþ 1) nodes are needed to enable

the scheme. The proposed architecture does require that the underlying rout-

ing protocol manages multiple routes.

4.2.2 A password-authenticated key exchange protocol

A generic protocol for multi-party password-authenticated key exchange has

been proposed, based on a pioneering piece of work in which two parties A and

B share a weak secret P [3]. The underlying protocol’s goal is to agree to a

strong session keyK in spite of weakP, in such a way that an attacker watching

the traffic will not be able to learnK or mount an attack on P. A has a random

key pair (EA, DA) for encryption and decryption respectively.

During the protocol operation, A generates two random strings: challengeA,

and SA. B generates three random strings: R, challengeB and SB. The protocol

operates as follows. In the first step, A sends his or her identifier and an

encrypted weak secret, P, to B. In the second step, B extracts the encrypted

key for A (called EA), and generates a random string R. Then R is encrypted

with EA and returned back to A. In the third step, R is extracted and random

strings challengeA and SA are generated. They are encrypted by R and sent

back to B. In the fourth step, B extracts challengeA and computes a public

function h(challengeA). B’s own random strings, challengeB and SB, that are

generated and encrypted with h(challengeA) using R as a key are sent back to

A. A extracts the three quantities from this message and verifies that the first

quantity is indeed h(challengeA). At this point A can be convinced that B can

extract challengeA. This is possible only if B knows the weak secret, P, that was

used. A then computes h(challengeB), encrypts it using R as the key, and

returns the result to B in step 5. B decrypts the message and verifies that the

message received is indeed h(challengeB). B can now be certain that A was able

to extract challengeB from the message in step 4, which in turn implies that A

knows P and was able to extractR correctly from the message in step 2. At this

point, each player will compute the session key as K¼ f(SA, SB). The protocol

can be extended to a multi-party scenario by electing a leader. In that case,

S functions are also used to generate a strong session key K. Other parties’
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knowledge of K has to be confirmed. Figure 4.3 provides an overview of the

underlying scheme.

The password-based authentication protocol is derived from the so-called

encrypted key exchange (EKE) protocol. In EKE, two participants, who share

a secret, create together a session key. The secret, or password, can be weak.

Nevertheless, anyone who does not know the password cannot successfully

participate in the protocol. Finally, EKE provides perfect forward secrecy:

even if an attacker later finds out the password, he or she cannot find out the

previous session keys. Hence, the messages of the past sessions remain secret.

In the group version of EKE, all the participants contribute to the session key.

This ensures that the resulting key is not selected from too small a key space,

even if some participants try to do that. An attacker, who tries to participate in

the protocol and sends some random messages, cannot prevent the construc-

tion of the key. As in the original EKE, only the participants who know the

original password learn the resulting session key. The secure connections

between the participants are created from a manually exchanged password.

Hence, no support infrastructure is needed. The key agreement is of significant

importance when a secure transient association is to be guaranteed. This will

happen best when the keymanagement is done locally. To implement location-

based key agreement successfully, a set of labels to map the location as well as

an identity-based mechanism for key agreement is needed.

4.2.3 A progressive trust negotiation scheme – NTM

A scheme for progressive trust negotiation in ad hoc networks has been

proposed, which builds trust, along with a dynamic key agreement scheme to

protect the negotiation [4]. The NTRG trust model (NTM) is sub-divided into

two main components, namely, the peer-to-peer component and the remote

component. The peer-to-peer component deals with securing communication

with neighbors. The remote component has the dual responsibility of carrying

out trust negotiation and establishing secure end-to-end communication.

(1) A B :  A, P (EA)
(2) B A :  P (EA(R))
(3) A B :  R (challengeA, SA)
(4) B A :  R (h(challengeA), challengeB, SB)
(5) A B :  R (h(challengeB))

Figure 4.3 Protocol for password-authenticated key exchange
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The security system is divided into two distinct layers: the peer-to-peer NTM

(PPNTM) layer and the remote NTM (RNTM) layer. The PPNTM layer is

situated below the routing layer, as its primary goal is to secure communication

between neighbors (i.e., nodes in the radio range). The RNTM layer provides

end-to-end encryption and, so, is located just above the routing layer, as shown

in Fig. 4.4.

The threat of eavesdropping by an external attacker, say X, which is within

the listening range of two nodes A and B, is mitigated by the PPNTM layer.

Since the symmetric encryption keys are to be negotiated between the neigh-

bors using a station-to-station (STS) protocol, it is impossible for a node to

eavesdrop on communication without authenticating itself. The end-to-end

key negotiated by the RNTM layer protects against an internal attacker, R.

This key formation in the NTM scheme is shown in Fig. 4.5, where K1, K2, K3,

and K4 are peer-to-peer keys and K is the end-to-end key between A and D.

Each node has to have at least one network address certificate that entitles

it to use certain network addresses and participate in packet relaying. This

Radio layer

MAC layer

PPNTM

Routing layer

RNTM

Services layer

Figure 4.4 Layer structure

K2

A

B R C

D

X K1

K3

K4

K

Figure 4.5 Key formation in NTM
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certificate is used in the PPNTM layer’s STS key exchange for authentication.

The RNTM layer relies on the identity certificate, so that a user can move

between nodes while still maintaining trust. The certificates have to be signed

by a third party. The PPNTM layer negotiates a symmetric keywith neighbors.

The remote certificate involved in the STS key formation is authenticated

using three models. The RNTM layer has the responsibility of carrying out

trust negotiations and negotiation of an end-to-end encryption key. The trust

negotiation is carried out by incrementally exchanging certificates. The certi-

ficates are asked for by using the attribute name/value pair. Usually a node

trying to access some services on the remote node, for which it hasn’t been

cleared, triggers the trust negotiation. The trust negotiation can also be expli-

citly triggered by the RNTM layer. The different models for finding trust in a

certificate are necessitated by the absence of an online trusted third party. The

simplistic first model assumes that the node is primed for local use and has all

the certificate revocation lists (CRLs) updated. Any certificate issued by an

unknown certificate issuer cannot be verified and will be referred to the user.

The second model is a probabilistic model. Each of the trusted certificate

issuers has a trust value of 1 associated with it. There is a distrust value,

which is subtracted from the trust value of the CRL if the scheduled update

of the CRL ismissed. Then the trust negotiation takes placewith a default trust

value and it should be exceeded for negotiation to succeed. The third and last

model assigns weights to the certificates.

4.2.4 Minimal public-key-based authentication

Sufatrio and Lam have introduced a lightweight and scalable authentication

protocol called minimal public-key-based authentication (Min-PKA) for a

mobile IP that does not require any changes to the protocol. Its main purpose

is to secure the registration process. It makes use of AAA (authentication–

authorization–accounting) server nodes (AAAH for AAA home agent and

AAAF for AAA foreign agent). The authors criticize Jacobs’ approach [5],

which uses only public-key cryptography, since it assumes that the mobile

nodes (MN) can perform the heavy computations related to the security

operations. In contrast, theMin-PKA proposal uses two different approaches,

secret-key-based and public-key-based, of which the former requires manual

configuration. Since such an approach may offer substantial optimizations in

some routing scenarios, they suggest the use of public-key cryptography to be

applied in the inter-domain authentication. The mobile node and AAAH can,

however, use shared secrets between the home agent (HA) and the mobile

node, since the nodes have a security association.
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Their approach introduces three services:

(1) Authentication services provide digital signatures and message authentication

codes (MAC) between the MN and the AAAH to protect the routing traffic.

The services rely on the correct actions performed by the AAAH in the indirect

MN–AAAF communication.

(2) Integrity services rely on the authentication services to assure integrity when the

authenticity is confirmed. Foreign agent (FA) discoveries form a problem, since

the FA and the MNmay have no security associations. This problem is, however,

solved by putting the advertizements into the registration requests from which a

MAC can be calculated and which can thus then be authenticated.

(3) Anti-replay protection services guarantee the freshness and authenticity of the

registrations. The mechanism uses nonces, which are time stamps, to achieve the

goals but has a flaw, since adversaries can fool the AAAFs to sign arbitrary data.

Nonces in the message to be signed somewhat reduce the severity of the problem

but do not completely remove it.

4.2.5 Non-disclosure method

Fasbender et al. have introduced the non-disclosure method (NDM) [6], a

solution to the confidentiality-of-location problem, wherein the current loca-

tion of a mobile node can easily be retrieved by just looking at the address

headers of the exchanged packets and particular registration requests can then

be used to generate location profiles. In this approach, every security agent

(SA) node has a public/private key pair. When a sender A wants to send a

messageM to a receiver B, themessage is forwarded to the destination by using

a route (A,SA1,SA2,. . ..,SAn,B) as defined by the intermediate security agents

from SA1 to SA2. The route is constructed by performing n encryptions E_SAi

with the public keys of the intermediate nodes: encryptedmessageM0 ¼E_SA1

(SA2, E_SA2 (SA3,. . .(SAn, E_SAn (B,M)))). When the sender A sends the

encrypted message M0, the first security agent SA1 decrypts the message, thus

finding only the location of the next hop in the route SA2 and so on. Thus, the

security agents see only the location information (addresses) of the next and

previous security agents. In addition, the nodes cannot determine where they

actually are located in the route and who the receiver B is. In this approach,

the last intermediate node SAn would know the location and identity of the

receiver B, but not M, if it can be assumed that the sender A can encrypt the

message with B’s public key also. The method can be applied to protect any

other vulnerable header information rather than just the location of the nodes.

In the NDM approach, the location information as well as the actual message

is hidden from the intermediate nodes (SAs). This approach, however, has a
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problem with respect to MANET networking: the sender must know all the

public keys K_SAi and the identities of the security agents in the route to be

able to construct the route. Moreover, the intermediate compromised nodes

(or outsiders) can inspect the sizes of the sent packets and try to determine

the length of the route. This problem can be mitigated by allowing the SAs to

use padding mechanisms with random data to hide the actual length of the

payload.

4.2.6 Securing ad hoc Jini-based services

Jini is an open software architecture that enables developers to create network-

centric services that are highly adaptive to change and a security model based

on the usage of public keys has been proposed for securing ad hoc Jini-based

services [7]. Unlike most of the other service discovery methods, Jini uses a

distributedmodel that is built on allowing code to bemoved between entities in

the ad hoc network. Downloaded code is a security problem in itself. Hence,

security is an important part of the system design of Jini ad hoc services, and

the authors address it by relying on decentralized authorization. The problem

of trusting public keys is separated from the usage of trusted keys. Given that

all of the nodes in the ad hoc network have public-key pairs, and that all of the

nodes consider the public keys of others good for creating secure connections

within the network, any of the public-key-based authentication schemes can be

used. It is possible to use transport-layer security protocol (TLS) or IPSec

protection protocols to secure the actual service. The authors’ solution allows

the service provider to design a communication security solution that is

adapted to the service and uses any cryptographic algorithm. Unlike other

standard approaches, their approach does not assume that the client and the

server share a necessarily large set of different symmetric key encryption or

MAC algorithms. The authors have suggested a trust distribution protocol

that minimizes the number of manual interactions needed when setting up the

necessary trust relations, as shown in Fig. 4.6. A server that wants to offer a

secure communication service has a proxy, which contains the necessary

algorithms for authenticated key exchange with the server, and also algorithms

to encrypt and protect the exchanged data in the client–server interaction. The

server digitally signs the proxy with its private key, which ensures that the

client can verify the signature. The server packs the signed code together with

the signature (and possibly its public key). When a client finds the service, it

downloads a proxy corresponding to the service, together with the signature

and possibly some included certificates. The client can verify the signature if it

has a trusted public key that corresponds to the signature or if the client trusts
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some of the public keys contained in the included certificates. The proxy

performs authenticated key exchange with the origin server using a standard

authentication and key exchange protocol. On successful authentication, the

proxy sets up a secure communication link with the server.

Furthermore, the authors have described a ‘‘minimal’’ pre-configuration

solution for securing the communication of an ad hoc service. The technique

allows establishment of authenticated connections without allowing undue

access to the client’s private key. The example implementation uses Java and

Jini, but the same principles can be used with other service discovery techniques.

4.2.7 A robust ubiquitous security scheme

A scheme for providing ubiquitous security services for mobile hosts has been

proposed, which scales to network size, and is robust against break-ins [8]. The

scheme distributes the certification authority functions through a threshold

secret-sharingmechanism, inwhich each entity holds a secret share andmultiple

entities in a local neighborhood jointly provide complete services. Localized

certification schemes are employed to enable ubiquitous services. Secret shares

are updated to enhance robustness against break-ins. Threshold secret sharing

and secret share updates are used to enable intrusion tolerance. No single entity

in the network knows or holds the complete system secret (e.g., a certification

authority’s signing key). Instead, each entity holds only a secret share of the

certification authority’s signing key. Multiple entities, say K, in a one-hop

network locality jointly provide complete security services, as if they were

provided by a single and omnipresent certification authority. The system secur-

ity is not compromised, as long as there are fewer thanK collaborative intruders

in each adversary group. To resist intrusions on a long-term basis further,

the secret shares for all entities are periodically updated. A certificate-based

Client

Service
proxy

Service
Signature = sign (label + g mod p)

Signed key exchange code (contains g, p, g mod p)

Check signature

check signature
k = (g) mod plabel, signature

label, g mod p, signature, public key
k = (g) mod p

mod p

Figure 4.6 A basic proxy distribution protocol with the proxy using Diffie–
Hellman key agreement
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approach based on the public key infrastructure (PKI) is employed. Any two

communicating entities may establish a temporary trust relationship via

unforgeable, renewable, and globally verifiable certificates carried by each of

the entities. Security functions such as confidentiality, data integrity, authenti-

cation, and non-repudiation can be readily provided via valid certificates that

are usually issued by a globally trusted certification server.

New schemes have been proposed to realize the certificate-related security

services and accommodate the unique characteristics of ad hoc wireless

networks. They provide ubiquitous services for mobile entities by distributing

the certification authority’s functionality to each local neighborhood. A coali-

tion ofK neighbors can serve as the CA and jointly provide certification services

for a requesting mobile entity. The fully localized and universally available

features of their design enable service ubiquity for mobile users. A novel self-

initialization protocol is proposed to handle dynamic node membership (i.e.,

joins and leaves) and secret share updates. Each node can be (re)initialized byK

neighbors. Once initialized, a node is qualified to be a coalitionmember to serve

its neighborhood. Security services are effectively provided in the presence of

mobility, wireless channel errors, network partitioning, and node failures.

4.2.8 Robust membership management scheme

A robust membership management scheme for ad hoc groups based on public

key cryptography and on the use of signed certificates has been described, in

which the members are represented by their public signature keys and each

group has a public signature key to represent the group as a whole [9].

Certificates signed by the group key are used to indicate the membership of

the nodes. In groups, the owner of the group key is the only member who can

let newmembers join the group. To increase the robustness of the membership

management, the authority of the leadermust be distributed to severalmembers.

This is done by letting the original leader (i.e., the group-key owner) delegate the

leadership to other members. It can authorize other keys to act as equivalent

leaders by issuing leader certificates. To prove membership in the group, a

member that has been certified directly by the group key needs its own private

key and themembership certificate. Amember that has been certified by another

leader needs all the certificates in the path from the group key to itsmember key.

Hence, when a leader certifies other leaders or members, it must pass along all

the certificates that prove its own status as a leader in the group. In this way, a

chain of certificates is formed from the group key to each member key.

Reconstitution of the group is a secure and often a recommendable way to

continue with the trusted members only. The members of a group also need
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some instant mechanisms for canceling themembership of a single key without

sacrificing membership of the other, still trusted members. Unfortunately,

canceling a membership that has already been granted is not easy. The mem-

bership certificates may be created, stored, and verified concurrently at differ-

ent parts of the system. There are two ways of getting rid of untrusted

members: membership expiration (the membership certificates may have a

validity period that is decided by the issuer) and membership revocation

(members should be revoked only when there is a reason to suspect that the

private key has fallen into the hands of an adversary and information about

the revocationmust be propagated to all the parts of the systemwhere relevant

certificates may be used).

Increasing the robustness of the scheme, erasing the group key and issuing

redundant certificates have been dealt with by the authors of the scheme as

discussed below:

Increased robustness with erased group keys and redundant certificates One

effect of the expiration or revocation of a leader key is that it not only causes

the removal of that leader but it also affects every member below the removed

leader in the tree structure formed by the certificates. The result is particularly

dramatic if the membership of the group key itself is revoked. For if the group

key becomes under suspicion and needs to be revoked, the whole group

perishes. Revocation of the group key may be desired when one wants to

replace the group key with a new one and reconstitute the entire group.

Erasing the group key A perfect way of protecting the private key against a

compromise is to erase it. An erased key cannot be recovered ormisused in any

way. The certificates signed with the erased key continue to be valid and they

can still be verified with the public key. In the group context, the newly

generated private group key can be used to certify a few leaders and then

erased. Several leaders should be certified with the group key so that if the

membership of one of them must be revoked, the remaining leaders can still

continue to administer the group. The certificates signed by a key cannot be

refreshed after erasure of the key, so when these leader certificates are about to

expire, the group needs to be reconstituted. This is shown in Fig. 4.7. In the

group context, the newly generated private group key can be used to certify a

few leaders and then erased. Several leaders should be certified with the group

key so that if the membership of one of them must be revoked, the remaining

leaders can still continue to administer the group. The group members should

be informed that the group key is protected and cannot be compromised. In

this way, they know that the group key will never be revoked. For example,
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Leader 1 in Fig. 4.7 uses the group key to certify its own key and another key as

leaders of the group. After signing the certificates, the group key is erased from

Leader 1’s memory.

Issuing redundant certificates Erasing the private group key removes a single

point of failure, in the sense that there is no single key whose compromise

would disable the entire group. However, large parts of the certificate tree can

still be removed from the group by revoking one of the leaders certified by the

group key. A member can alleviate this threat by obtaining multiple indepen-

dent certificates. The leaders may also issue redundant certificates to each

other. This is shown in Fig. 4.8. Even if Leader 2 loses its authority (its leader

certificate expires or its membership is revoked), Member 4 still remains

K3 is a member
of group KG
Signed : K1
Signed: K1 

K4 is a member
of group KG
Signed: K2
Signed: K2

Leader 1
owns K1

Leader 2
owns K2

Member 3
owns K3

Member 4
owns K4

K1 is a leader of
group KG
Signed: KG

K2 is a leader of
group KG
Signed: KG

Leader 1
generates new
key KG. Signs
certificates
and erases KG

Figure 4.7 Erased group key
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K4 is a member of
group KG
Signed: K1
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Figure 4.8 Redundant certificates
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a member in the group. If the membership of either Member 3 or Member 4 is

revoked, redundant certificates do not prevent or complicate the revocation in

any way. In fact, by revoking the whole membership of an untrusted member,

the leader need not be aware of the certificates that have been issued to the

compromised member. This is why it has been chosen to revoke the member-

ships and not single membership certificates.

4.2.9 Scalable ubiquitous security scheme

Yet another design that supports ubiquitous security for mobile nodes, scales

to network size, and is robust against adversary break-ins, is suggested by

Luo and Lu [10]. In their design, they distribute the functionality of conven-

tional security servers, specifically the authentication services, so that each

individual node can potentially provide other nodes’ certification services.

Centralized management is minimized and the nodes in the network collabora-

tively self-secure themselves. A suite of fully distributed and localized protocols

is proposed to facilitate practical deployment. These protocols also feature

communication efficiency, to conserve the wireless channel bandwidth, and

independency from both the underlying transport layer protocols and the net-

work layer routing protocols. The focus is on the authentication service in ad

hoc wireless networks. Their work is based on asymmetric cryptographic

techniques, specifically the de facto standardRSAalgorithms. Once the authen-

ticated channels are established with proper access control between commu-

nicating parties, confidentiality, integrity, and non-repudiation can be further

realized by following the typical Diffie–Hellman key exchange protocols.

These employ several techniques to achieve the design goals:

(1) Ubiquitous authentication service availability by taking a certificate-based

approach. Any two communicating nodes establish a temporary trust relationship

via globally verifiable certificates.With a scalable threshold sharing of the certificate-

signing key, certification services, such as certificate issuing, renewal, and revocation,

are distributed to each node in the network. No single node holds the complete

certificate-signing key. Each node only possesses a share of it. While no single

node has the power of providing full certification services, multiple nodes in a

network locality can collaboratively provide such services that are the same as

those that would be provided by an authority with a complete certificate signing key.

(2) By the distributed certification services, together with the further enhancement of

a scalable proactive update mechanism, service robustness is ensured in the pre-

sence of short-term computation bounded adversaries.

(3) While the certification service distribution and periodical proactive update can be

solved in theory using known cryptographic techniques such as threshold secret
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sharing, threshold multi-signature, and proactive RSA, the approach focusses on

scalable and practical solutions in large-scale ad hoc networks with dynamic node

membership.

The proposed fully localized (typically within one-hop neighborhood) and

distributed protocols further achieve communication efficiency and load bal-

ancing over the network to avoid network congestion [10]. Through the

localized design, their communication protocols are immune from the unrelia-

bility of the underlying transport layer protocols and routingmechanisms in ad

hoc wireless networks. Furthermore, their design has two additional features:

(1) Provable cryptographic security. Their proposed security algorithms are as

secure as the underlying cryptographic primitives (e.g., RSA) by the simulatability

arguments.

(2) Self-defensive, built-in detection mechanisms. While their design works with any

intrusion detection algorithms and mechanisms that are of each individual node’s

choice, they apply the verifiable techniques as built-in mechanisms to detect

adversaries that attack their security protocols.

4.3 Authentication

Authentication usually means that there is some way to ensure that the entity to

which you are talking is who it claims to be. This is called authentication of the

channel end point. Usually you also need to authenticate yourself to the service

in order for the service to be sure that you are you, not someone else who is

pretending to be you. This is the authentication of the message originator. The

use of a password is not really a good choice, because passwords are typically

short and easy to break. More secure methods include the use of public key

cryptography, challenge-response schemes, symmetric encryption, etc.

4.3.1 The MANET authentication architecture

The MANET authentication architecture (MAA) proposed by Jacobs and

Corson [11] places the emphasis on building a hierarchy of trust relationship

to authenticate Internet MANET encapsulation protocol (IMEP) message

security. The proposed scheme details the formats of messages, together with

protocols that achieve authentication. The difficulty related with proactive

schemes is that, first, cryptography is relatively computationally expensive on

mobile hosts, where computational capability is comparatively restricted;

second, since no central authority can be depended on, the authentication is

more difficult to implement, and, third, it is only useful to prevent intruders
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from outside (external attack). If an internal node is compromised (internal

attack), such schemes no longer work.

The MAA supports several authentication options, ranging from simple to

complex. The IMEP authentication object is used to authenticate all IMEP

messages between routers, which is accomplished by calculating an authenti-

cator (‘‘digital signature’’). Also, MAA identifies the security context between

a pair of MANET nodes. The certificate object, though optionally used,

depending on the security context between corresponding MANET nodes,

includes a copy or copies of certificates that bind system ‘‘distinguished names’’

to public keys using a digital signature. The trust hierarchy paths establish a

logical chain between two certification authorities and establish trust relation-

ships through intervening CAs. Certificate validation involves constructing a

trust hierarchy path among the sender certificate, the certification authority

that issued the sender certificate and the CA of the validating system. A trust

hierarchy path must be established to verify authenticity and usability of

certificates within IMEP. The receiver can develop trust in the public key of

the sender’s CA recursively, if the receiver has a certificate containing CA’s

public key signed by a superior CA whom it already trusts. Each certificate is

processed in turn, starting with that signed using the input trusted public key.

There is provision for certificate revocation lists (CRL) and certificates are

checked against current CRLs from the issuing CA. A MANET node caches

received certificates along with a value (‘‘staleness value’’). The node maintains

a maximum (‘‘staleness threshold’’) value of the certificate staleness tolerable

before the node has to retrieve the appropriate CRL and verify that the

certificate has not been revoked.

4.3.2 An end-to-end data authentication scheme

An end-to-end data authentication scheme for ad hoc networks that relies on

mutual trust between nodes has been suggested, in which the basic strategy is

to take advantage of the hierarchical structure that is implemented for routing

purposes [12]. The scheme uses TCP at the transport layer and a hierarchical

architecture at the IP layer so that the number of encryptions needed is

minimized, thus reducing the computational overhead. Also, each node has

to maintain keys for fewer nodes. The scheme makes use of a cluster-based

network with a cluster-based routing protocol (CBRP) [13]. When a node

joins the network, it is given a system public key and a system private key, as

well as a cluster key. This cluster key is unique to the cluster. Each node has a

table of cluster IDs and the corresponding head’s public key. When a node

joins a network for the first time, a strong authentication is done by sending a
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challenge and receiving a response. The system key pair is used for a mutual

authentication between the joining node and an existing member of the net-

work. When a node leaves a cluster and joins another cluster, the new cluster

head treats this joining node as any other new node joining its cluster.

A mutual authentication is performed between the moved node and its new

cluster head using the system key pair. The new joining node gets the cluster

ID, whereas the old cluster head purges the entry for the node, which moved

out. When a node in one cluster wants to communicate with a node from

another cluster, for complete confidentiality, the entire packet is encrypted

with a session key. This session key is shared between only the two commu-

nicating parties and, thus, serves as authentication. For replay prevention,

strong authentication may be performed for each packet, i.e., a series of

challenges and responses back and forth.

The proposed algorithm involves exchange of a session key that is valid for

just that particular TCP session after mutual authentication with the cluster

heads acting as certification authorities. The heads generate a set of random

prime numbers, which are first encrypted with each head’s private key and

then the cluster key. With each number, a time stamp is also encrypted for

limited usage. The head then broadcasts them. These could serve as authenti-

cation tags for any of the cluster members (see Fig. 4.9). They are also

encrypted with the session key for more protection. The receiver utilizes a

check function to verify the origin and authenticity of the tags from the sender.

The checksum field of the TCP header is also encrypted with the session key for

more security. The check function has encrypted sequence numbers for which it

is valid and, thus, packets cannot be replayed. On the flipside, the cluster head

P1 P2 P3 Pw

Example of a window of w packets

Format of a packet

Encrypt (Check (0 –
(m – 1)), SeqNum)

Encrypt (Check (m
(2m – 1)), SeqNum)

Encrypt (Check
((w – m) – (w – 1)),

SeqNum)

Tag Header and data

Figure 4.9 A packet containing checks for tags
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needs to generate random prime number sets periodically and a session key

needs to be generated for every session.

4.3.3 Authentication, authorization and accounting (AAA)

One way to deal with low physical security and availability constraints is the

distribution of trust. Trust can be distributed among a collection of nodes [14].

Public key cryptography can be used for the authentication after having built a

key management system. Authorization is also needed, because we do not want

some malicious host to be able to wreak havoc inside the network. This can be

prevented by keeping control of what hosts are allowed to do inside the ad hoc

network. Authorization also needs some sort of distributed structure, because

we cannot rely on one point of failure. In ad hoc networks, individual mobile

hosts are providing a service to each other, which gives rise to accounting. For

example, if some mobile node acts as a router in the network, providing con-

nectivity between two nodes that are not within each other’s range, then it would

be reasonable to charge somemoney for this service. There exist no protocols to

do the actual charging if that is needed. Because we cannot assume connectivity

to some central server that takes care of the charging, there is a clear need for

distributed charging protocols as well. Ad hoc networks and general AAA

systems do not fit well together. The biggest problem is related to the varying

nature of the network. There are no home domains or foreign domains, because

the networks come and go on demand. This affects the AAA systems, because

some of the basic building blocks of their architecture are missing in ad hoc

networks. The basic problem here is that the general AAAmodel is a centralized

trust model, whereas the ad hoc network structure is decentralized. There is a

need for some other kinds of method to achieve the AAA functionality.

One approach to provide authentication and authorization functionality in ad

hoc networks could be to use trust management based approaches such as

PolicyMaker [15] or Keynote [16], which are decentralized by nature and can

provide the requested functionality in ad hoc networks quite easily. Also, other

protocols such as SASL [17] or ISAKMP [18] and IKE [19] could be used to

provide the authentication functionality. In ad hoc networks, we probably need

decentralizedmodels or some other approach to provide theAAA functionality.

4.4 Further reading

This chapter covered the topics related with the key management and authen-

tication for wireless ad hoc networks. Key management and authentication

of users are typically concerned with the broader area in network security
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called trust management. Authentication usually means that there is a possible

way to ensure that the entity to which you are talking is what it claims to be.

Very often, the network subscriber to the service also needs to be authenticated

so that the service verifies the identity of the subscriber. Key management for

wireless networks is still a very active area of research and several IEEE and

ACM conferences, such as Infocom, Mobicom, and Mobihoc, as well as ICC

and Globecom, have papers in this area. Readers are encouraged to look into

conference proceedings for the latest research results.
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5

Intrusion detection

Intrusion detection has, over the last few years, assumed paramount impor-

tance within the broad realm of network security; more so in the case of

wireless ad hoc networks. These are networks that do not have an underlying

infrastructure and the network topology is constantly changing. The inher-

ently vulnerable characteristics of wireless ad hoc networks make them sus-

ceptible to attacks and countering attacks might end up being too little too

late. Secondly, with so much advancement in hacking, if attackers try hard

enough, they will eventually succeed in infiltrating the system. This makes it

important to monitor constantly (or at least periodically) what is taking place

on a system and look for suspicious behavior. Intrusion detection systems

(IDSs) do just that: monitor audit data, look for intrusions to the system, and

initiate a proper response (e.g., email the systems administrator, start an

automatic retaliation, etc.). As such, there is a need to complement traditional

security mechanisms with efficient intrusion detection and response. This

chapter discusses the problem of intrusion detection inmobile ad hoc networks

and presents the solutions that have been proposed so far.

5.1 Introduction

Wireless ad hoc networks have been in focus within the wireless research

community. Essentially, these are networks that do not have an underlying

fixed infrastructure.Mobile hosts ‘‘join’’ in, on the fly, and create a network on

their own. With the network topology changing dynamically and the lack of a

centralized network management functionality, these networks tend to be

vulnerable to a number of attacks.

Mobile nodes within one another’s radio range can communicate through

wireless links and, thus, dynamically form a network.Wireless devices that are

not in direct range communicate via intermediate devices, namely, multi-hop
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communication. Thus, an ad hoc network is a collection of autonomous nodes

that form a dynamic, purpose-specific, multi-hop radio network in a decen-

tralized fashion. The quintessential nature of such networks is the conspicuous

absence of a fixed support infrastructure, such as mobile switching centers,

base stations, access points, and other centralized machinery seen traditionally

in wireless networks. The network topology is constantly changing as a result

of nodes joining in and moving out. Packet forwarding, routing, and other

network operations are carried out by the individual nodes themselves.

Wireless ad hoc networks find application in military operations in which

planes, tanks, and moving personnel can communicate. Rescue missions and

emergency services also find use in such networks. Other examples include

virtual classrooms and conferences, wherein people can set up a network on

the spot through their laptops, PDAs, and other mobile devices, assuming they

share the same physical medium such as direct sequence spread spectrum

(DSSS) or frequency hopped spread spectrum (FHSS).

The unreliability of wireless links between nodes, the constantly changing

topology owing to the movement of nodes in and out of the network, and the

lack of incorporation of security features in statically configured wireless

routing protocols not meant for ad hoc environments all lead to increased

vulnerability and exposure to attacks. Security in wireless ad hoc networks is

particularly difficult to achieve, notably because of the limited physical pro-

tection to each of the nodes, the sporadic nature of connectivity, the absence of

a certification authority, and the lack of a centralized monitoring or manage-

ment unit. Intrusion prevention is not guaranteed to work all the time and this

clearly underscores the need for intrusion detection as a frontline security

research area under the umbrella of ad hoc network security. If an intrusion

is detected quickly enough, the intruder can be identified and ejected from the

system before any damage is done or any data are compromised.Moreover, an

effective intrusion detection system can serve as a deterrent, so acting to

prevent intrusions. Intrusion detection enables the collection of information

about intrusion techniques that can be used to strengthen the intrusion pre-

vention facility. In this chapter, I look at how ad hoc networks can be secured,

to a certain extent, using traditional techniques. I then examine the different

intrusion detection techniques proposed for these networks.

The rest of the chapter is organized as follows: in Section 5.2, I present the

characteristics of wireless ad hoc networks, which make them so vulnerable to

attacks. The fundamentals of intrusion detection are covered in Section 5.3,

along with a classification of these systems. I then look at the requirements and

characteristics of intrusion detection systems in Section 5.4. Section 5.5 – the

piece de resistance – presents a state-of-the-art view of research in intrusion
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detection in the ad hoc environment. Section 5.6 is devoted to the comparison

of different intrusion detection schemes against a set of attributes that are

desirable in any intrusion detection scheme.

5.2 Security vulnerabilities in mobile ad hoc networks (MANETs)

There are various reasons why wireless ad hoc networks are at risk, from a

security point of view. The next paragraphs discuss the characteristics that

make these networks vulnerable to attacks.

In traditional wireless networks, mobile devices associate themselves with

an access point, which is in turn connected to other wire-line machinery, such

as a gateway or name server, which manage the network management func-

tions. Ad hoc networks, on the other hand, do not have a centralized piece of

machinery, such as a name server, which, if present as a single node, can be a

single point of failure. The absence of infrastructure and, subsequently, the

absence of authorization facilities impede the usual practice of establishing a

line of defense, distinguishing nodes as trusted and non-trusted. There may be

no grounds for an a priori classification, since all nodes are required to

cooperate in supporting the network operation, while no prior security asso-

ciation (SA) can be assumed for all the network nodes. Freely roaming nodes

form transient associations with their neighbors; they join and leave sub-

domains independently with and without notice.

An additional problem related to the compromised nodes is that of the

potential Byzantine failures encountered within mobile ad hoc network

(MANET) routing protocols, wherein a set of the nodes could be compro-

mised in such a way that the incorrect and malicious behavior cannot be

directly noted at all. Such malicious nodes can also create new routing mes-

sages and advertize non-existent links, provide incorrect link state information

and flood other nodes with routing traffic, thus inflicting Byzantine failures on

the system.

The wireless links between nodes are highly susceptible to link attacks,

which include passive eavesdropping, active interfering, leakage of secret

information, data tampering, impersonation, message replay, message distor-

tion, and denial of service. Eavesdropping might give an adversary access to

secret information, violating confidentiality. Active attacks might allow the

adversary to delete messages, to inject erroneous messages, to modify mes-

sages, and to impersonate a node, thus violating availability, integrity, authen-

tication, and non-repudiation.

The presence of even a small number of adversarial nodes could result in

repeatedly compromised routes, and, as a result, the network nodes would
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have to rely on cycles of timeout and new route discoveries to communicate.

This would incur arbitrary delays before the establishment of a non-corrupted

path, while successive broadcasts of route requests would impose excessive

transmission overhead. In particular, intentionally falsified routing messages

would result in a denial of service (DoS) experienced by the end nodes.

Moreover, the battery-powered operation of ad hoc networks gives attack-

ers ample opportunity to launch a denial-of-service attack by creating addi-

tional transmissions or expensive computations to be carried out by a node in

an attempt to exhaust its batteries.

Attacks against MANETs can be divided into two groups: passive attacks

typically involve only eavesdropping of data, whereas active attacks involve

actions performed by adversaries, for instance, the replication, modification,

and deletion of exchanged data. External attacks are typically active attacks

that are targeted to prevent services from working properly or to shut them

down completely. Intrusion prevention measures, such as encryption and

authentication, can only go so far as to prevent external nodes from disrupting

the traffic, but can do little when compromised nodes internal to the network

begin to disrupt traffic. Internal attacks are typically more severe, since mali-

cious insider nodes already belong to the network as an authorized party and

are thus protected by the security mechanisms that the network and its services

offer. Thus, such compromised nodes, which may even operate in a group,

may use the standard security means to actually protect their attacks.

In summary, a malicious node can disrupt the routing mechanism employed

by several routing protocols. For example, it can:

(1) Attack the route discovery process by:

* Changing the contents of a discovered route;

* Modifying a route replymessage, causing the packet to be dropped as an invalid

packet;

* Invalidating the route cache in other nodes by advertizing incorrect paths;

* Refusing to participate in the route discovery process.

(2) Attack the routing mechanism by:

* Modifying the contents of a data packet or the route via which that data packet

is supposed to travel;

* Behaving normally during the route discovery process but dropping data

packets, causing a loss in throughput.

(3) Generate false route error messages whenever a packet is sent from a source to a

destination.

(4) Launch denial of service attacks by:

* Sending a large number of route requests. Because of the mobility aspect of

MANETs, other nodes cannot determine whether the large number of route
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requests are a consequence of a DoS attack or are due to a large number of

broken links because of high mobility.

* Spoofing its IP and sending route requests with a fake ID to the same destina-

tion, causing a DoS at that destination.

The above discussion makes it clear that ad hoc networks are inherently

insecure, more so than their wire-line counterparts, and need intrusion detec-

tion schemes before it is too late to counter an attack. If there are attacks on a

system, one would like to detect them as soon as possible (ideally in real time)

and take appropriate action. This is essentially what an IDS does. I now

discuss the basics of an intrusion detection system and provide a classification

of such systems.

5.3 Intrusion detection systems: a brief overview

Intrusion detection can be defined as the automated detection and subsequent

generation of an alarm to alert the security apparatus at a location if intrusions

have taken place or are taking place. An intrusion detection system is a defense

system, which detects hostile activities in a network and then tries to prevent

such activities that may compromise system security. Intrusion detection

systems achieve detection by continuouslymonitoring the network for unusual

activity. The prevention part may involve issuing alerts as well as taking direct

preventive measures, such as blocking a suspected connection. In other

words, intrusion detection is a process of identifying and responding to mali-

cious activity targeted at computing and networking resources. In addition,

IDS tools are capable of distinguishing between insider attacks originating

from inside the network and external ones. Unlike firewalls, which are the first

line of defense, intrusion detection systems come into the picture only after an

intrusion has occurred and a node or a network has been compromised. That is

why intrusion detection systems are aptly called the second line of defense.

Generally speaking, the following security related features are not part of

the intrusion detection system. An IDS:

(1) is NOT an anti-virus system, designed to detect malicious software, such as

viruses, Trojans, worms, etc.

(2) is NOT a network logging system used, for example, to detect complete vulner-

ability to any denial-of-service (DoS) attack across a congested network. These

are network traffic monitoring systems.

(3) is NOT a vulnerability assessment tool that checks for bugs and flaws in operating

systems and network services. Such an activity would fall under the purview of

security scanners.

86 Intrusion detection



A basic model of an intrusion detection system is likely to include quite

a few elements. Primarily, intrusion detection decisions are based on the

collected audit data. Sources of data can include keyboard input, command-

based logs and application-based logs. Audit data are stored either indefi-

nitely, for later reference, or temporarily, to await processing. The enormous

volume of data makes this a crucial element in intrusion detection systems.

One or many algorithms are executed to find evidence in the audit trail of

suspicious behavior. An IDS is generally controlled by the configuration

settings that would specify how and where to collect audit data, how to

respond to intrusions, etc. Access to these configuration settings would give

a potential intruder vital information on which avenues of attack are likely to

go undetected. Reference data store information about known intrusion sig-

natures (for misuse systems) or profiles of normal behavior (for anomaly

systems). The processing element must frequently store intermediate results,

an example of which might be information about partially fulfilled intrusion

signatures. The space needed to store this active data can grow quite large too.

And, finally, the alarm part of the system handles all output from the system.

Examples include automated response to suspicious activity and notification

to the user.

Intrusion detection can be classified into three broad categories: anomaly

detection, signature or misuse detection, and compound detection. I discuss

each of these as per the taxonomy proposed in [1]:

(1) Anomaly detection: In an anomaly detection system, a baseline profile of normal

system activity is created. Any system activity that is a deviation from the baseline

is treated as a possible intrusion. The problems with strict anomaly detection are

that (1) anomalous activities that are not intrusive are flagged as intrusive and

(2) intrusive activities that are not anomalous result in false negatives. One dis-

advantage of anomaly detection for mobile computing is that the normal profile

must be periodically updated and deviations from the normal profile must be

computed. The periodic calculations can impose a heavy load on some resource-

constrained mobile devices and perhaps a lightweight approach that involves

comparatively less computation might be better suited.

(2) Misuse detection: In misuse detection, decisions are made on the basis of knowl-

edge of a model of the intrusive process and what traces it ought to leave in the

observed system. Legal or illegal behavior can be defined and observed behavior

can be compared accordingly. Such a system tries to detect evidence of intrusive

activity irrespective of any knowledge regarding the background traffic, i.e., the

normal behavior of the system.

(3) Specification-based detection: Specification-based detection defines a set of con-

straints that describe the correct operation of a program or protocol, and moni-

tors the execution of the program with respect to the defined constraints. This
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technique may provide the capability to detect previously unknown attacks, while

exhibiting a low false positive rate.

An offshoot of misuse and anomaly detection is compound detection, which is

a misuse inspired system that forms a compound decision in view of amodel of

both the normal behavior of the system and the intrusive behavior of the

intruder. The detector operates by detecting the intrusion against the back-

ground of the normal traffic in the system. These detectors have a much better

chance of correctly detecting truly interesting events in the supervized system,

since they both know the patterns of intrusive behavior and can relate them to

the normal behavior of the system. They would, at the very least, be able to

qualify their decisions better.

5.3.1 Intrusion response

The type of intrusion response for wireless ad hoc networks depends on the

type of intrusion, the network protocols and applications in use, and the

confidence (or certainty) in the evidence. A few likely responses include:

(1) Reinitializing communication channels between nodes (e.g., force re-key);

(2) Identifying the compromised nodes and reorganizing the network to preclude the

compromised nodes;

(3) The IDS agent informing the end user, who may, in turn, conduct an independent

investigation and take appropriate action;

(4) Initiate a ‘‘re-authentication’’ request to all nodes in the network to prompt the

end users to authenticate themselves (and hence their wireless nodes), using out-

of-band mechanisms (like visual contacts). Only the re-authenticated nodes,

which may collectively negotiate a new communication channel, will recognize

each other as legitimate. That is, the compromised or malicious nodes can be

excluded.

5.4 Requirements for an intrusion detection system for mobile

ad hoc networks

There are two key requirements that any IDS needs to fulfill. These are

effectiveness – how to make the intrusion detection system classify malign

and benign activity correctly – and efficiency – how to run the intrusion

detection system in a cost-effective manner as far as possible. In other

words, these two requirements in essence suggest that an IDS should detect a

substantial percentage of intrusions into the supervized system, while still

88 Intrusion detection



keeping the false alarm rate at an acceptable level at a lower cost. It is expected

that an ideal IDS is likely to support several of the following requirements:

(1) The intrusion detection system should not introduce a newweakness in theMANET.

That is, the IDS itself should not make a node any weaker than it already is.

(2) An intrusion detection system should run continuously and remain transparent to

the system and the users.

(3) The intrusion detection system should use as little of the system resources as possible

to detect and prevent intrusions. Intrusion detection systems that require excessive

communication among nodes or run complex algorithms are not desirable.

(4) It must be fault tolerant in the sense that it must be able to recover from system

crashes, hopefully recover to the previous state, and resume the operations before

the crash.

(5) Apart fromdetecting and responding to intrusions, IDS should also resist subversion.

It should monitor itself and detect whether it has been compromised by an attacker.

(6) An intrusion detection system should have a proper response. In other words, an

IDS should not only detect but should also respond to the detected intrusions,

preferably without human intervention.

(7) Accuracy of the intrusion detection system is another major factor in MANETs.

Fewer false positives and false negatives are desired.

(8) It should inter-operate with other intrusion detection systems collaboratively to

detect intrusions. For example, the IETF Intrusion Detection Working Group

(IDWG) [2] is working towards proposing such a specification.

5.5 Intrusion detection in MANETs

Agreat deal of researchwork has already been carried out in intrusion detection

for traditional wired networks. However, applying the research of wired net-

works to wireless networks is not an easy plug-and-play task because of key

architectural differences, principal among them being the lack of fixed infra-

structure. The absence of a physical infrastructure facilitates the attacker’s task,

since it is easier to eavesdrop on network traffic in a wireless environment.

Wireless ad hoc networks, due to their vulnerabilities, provide a tougher

challenge for designing an IDS. Without centralized audit points, such as

routers, gateways, etc., an IDS for ad hoc networks is limited to use only the

current traffic coming in and out of the node as audit data. Another key

requirement is that the algorithms that the IDS uses must be distributed in

nature, and should take into account the fact that a node can only see a portion

of the network traffic. Moreover, since ad hoc networks are dynamic and nodes

can move about freely, there is a possibility that one or more nodes could be

captured and compromised, especially if the network is in a hostile environment.
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If the algorithms of the IDS are cooperative, it becomes important to be

skeptical of which nodes one can trust. Therefore, intrusion detection systems

on ad hoc networks have to be wary of attacks made from nodes in the network

itself, not just attacks from outside the network. Also, mobile networks cannot

communicate as frequently as their wired counterparts to detect intrusions, as

they must conserve bandwidth resources. Bandwidth and other issues, such as

battery life, compound the problem even further. The availability of partial

audit data makes it harder to distinguish an attack from regular network use.

In this section, a state-of-the-art view of research in intrusion detection

systems for MANETs including proposed architectures and development

work that is in progress are presented.

5.5.1 A distributed IDS

In their pioneering work on intrusion detection inMANETs, the authors Zhang

andLee describe a distributed and cooperative intrusion detectionmodel, where

every node in the network participates in intrusion detection and response [3]. In

this model, an IDS agent runs at each mobile node and performs local data

collection and local detection, whereas cooperative detection and global intru-

sion response can be triggered when a node reports an anomaly. The authors

consider two attack scenarios separately: (i) abnormal updates to routing tables,

and (ii) detecting abnormal activities in layers other than the routing layer.

An IDS agent is structured into six pieces, as shown in Fig. 5.1. Each node

detects local intrusion independently and neighboring nodes work collabora-

tively on a larger scale. Individual IDS agents placed on each and every node

run independently to monitor local activities (including user, systems, and

communication activities within the radio range), detect intrusions from

Local response 

Global response

Local
detection engine

Cooperative
detection engine

Local
data collection

Secure
communication

Neighboring IDS
agents

System calls activities,
communication activities,
and other traces

Figure 5.1 Intrusion detection system for MANETs
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local traces, and initiate responses. Neighboring IDS agents cooperatively

participate in global intrusion detection actions when an anomaly is detected

in local data or if there is inconclusive evidence. The data collection module

gathers local audit traces and activity logs, which are used by the local detec-

tion engine to detect local anomalies. Detection methods that need broader

data sets or that require collaboration among local IDS agents use the coop-

erative detection engine. Both the local response and global response modules

provide intrusion response actions. The local response module triggers actions

local to this mobile node, for example, an IDS agent alerting the local user,

while the global response module coordinates actions among neighboring

nodes, such as the IDS agents in the network, electing a remedial action.

A secure communication module provides a high-confidence communication

channel among IDS agents.

The main contribution of [3] is that it presents a distributed and cooperative

intrusion detection architecture, which is based on statistical anomaly detec-

tion techniques. This paper was among the first that had such a detailed

distributed design. The design of actual detection techniques, their perfor-

mance as well as verification, however, have not been addressed in the paper.

5.5.2 AODV protocol-based IDS

Bhargava and Agrawal [4] proposed an intrusion detection and response

model (IDRM) to enhance security in the ad hoc on demand distance vector

(AODV) routing protocol [5]. The intrusion detection model proposed by the

authors is an extension of the model described in Section 5.1.

Figure 5.2 illustrates how the IDRM provides security to AODV protocol.

In this scheme, each node employs an IDRM that utilizes neighborhood

information to detect misbehavior of its neighbors. When the misbehavior

count for a node exceeds a predefined threshold, the information is sent out to

other nodes as part of global response. The other nodes receive this information,

check their local ‘‘malcount’’ for this malicious node, and add their results to

the initiator’s response. In the intrusion response model (IRM), a node iden-

tifies that another node has been compromised when its malcount increases

Secure
communicationIDMData

collection

Global
response

IRM
Bhargava

Malcount
greater than

threshold

Yes
No

Figure 5.2 Handling of internal attacks
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beyond the threshold value for that allegedly compromised node. In such

cases, it propagates this information to the entire network by transmitting a

special type of packet called a ‘‘MAL’’ packet. If another node also suspects

that the node that has been detected as compromised, it reports its suspicion to

the network and retransmits another special type of packet, called ‘‘REMAL.’’

If two or more nodes report suspicions about a particular node, another of the

special packets, called a ‘‘PURGE’’ packet, is transmitted to isolate the mal-

icious node from the network. All nodes that have a route through the

compromised node look for newer routes. All packets received from a com-

promised node are dropped.

Examples of the internal attacks are distributed false route request, DoS,

impersonation, and compromise of a destination. The authors have proposed

the following ways of identifying these internal attacks:

5.5.3 Techniques for intrusion-resistant ad hoc routing algorithms (TIARA)

Techniques for intrusion-resistant ad hoc routing algorithms (TIARA) are a set

of innovative design techniques that strengthen MANETs against denial of

service attacks, produced at the Architecture Technology Corporation [6]. The

TIARA mechanisms limit the damage sustained by MANETs from intrusion

attacks and allow for continued network operation at an acceptable level

during such attacks. They provide protection against attacks on control rout-

ing traffic as well as data traffic, thereby providing a comprehensive defense

against intruders. Because of routing algorithm independence, they allow for

widespread applicability and support secure enclaves for dynamic coalitions.

The TIARA approach uses fully distributed lightweight firewalls for ad hoc

wireless networks, distributed traffic policing mechanisms, intrusion tolerant

routing, distributed intrusion detection mechanisms, flow monitoring, recon-

figuration mechanisms, multi-path routing, and source-initiated route switch-

ing. The flow-based route access control (FRAC) rules define admissible

flows. Per-flow security association is instantiated by a secure session set-up

signaling protocol and contains information for packet authentication. Also,

fast authentication enables low-overhead integrity checks on packet flow-IDs

and sequence numbers. There is referral-based resource allocation, which

limits a network’s exposure to resource usurpation by spurious sessions, and

flows are assigned an initial allowable resource usage. Moreover, additional

resources are only granted if the source of the flow can present referrals from a

certain number of trusted nodes. Referrals have time-bound validity. Flow-

specific sequence numbers to limit and contain the impact of traffic replay

attacks are embedded in secret locations within each packet. The destinations
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of flow monitors select flow parameters to detect intrusion-induced path fail-

ures, and multipath-routing and source-initiated route switching diverts flow

through available alternate paths to circumvent an intruder. Efforts are being

made to implement dynamic, on-the-fly modifications to FRAC (firewall)

policies; real-time-referral-based resource allocation; lightweight implementa-

tion of traffic policing; fast authentication mechanisms that are resistant to

traffic analysis; embedding sequence numbers; and path labels in encrypted

packets. Though the proposed architecture seems to cover most of the impor-

tant aspects of intrusion detection and prevention in MANETs, implementa-

tion of such a design methodology entails the extensive modification of the

routing algorithms in a MANET. A summary of countermeasures used in

TIARA against intrusion attacks in shown in Table 5.1.

5.5.4 Watchdog-pathrater approach

Sergio Marti et al. discussed two techniques that improve throughput in

MANETs in the presence of compromised nodes that agree to forward packets

but fail to do so [7]. A node may misbehave because it is overloaded, selfish,

malicious, or broken. An overloaded node lacks the CPU cycles, buffer space,

or available network bandwidth to forward packets. A selfish node is unwilling

to spend battery life, CPU cycles, or available network bandwidth to forward

packets not of direct interest to it, even though it expects others to forward

packets on its behalf. A malicious node launches a denial of service attack by

dropping packets. A broken node might have a software fault that prevents it

from forwarding packets.

To mitigate the decrease in the throughput due to the above node categories,

the authors use watchdogs that identify misbehaving nodes and a pathrater that

helps routing protocols to avoid these nodes. When a node forwards a packet,

Table 5.1 A summary of TIARA countermeasures against intrusion attacks

Intrusion attacks!
Countermeasures #

Spurious
traffic

Packet
replay

Session
flooding

Flow
disruption

Route
hijacking

FRAC �
Fast authentication � � �
Sequence numbers �
Referrals �
Flow monitoring � �
Multi-path routing � �
Source initiation route
Switching

� �
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the node’s watchdog verifies that the next node in the path also forwards the

packet. The watchdog does this by listening promiscuously to the next node’s

transmissions. If the next node does not forward the packet, then it is misbehav-

ing. Every time a node fails to forward the packet, the watchdog increments a

failure tally. If the tally exceeds a certain threshold, the watchdog determines

that the node is misbehaving and this node is then avoided using the pathrater.

The pathrater, run by each node in the network, combines knowledge of

misbehaving nodes with link reliability data to pick the route most likely to be

reliable. Each nodemaintains a rating for every other node it knows about in the

network. It calculates a path metric by averaging the node ratings in the path.

Thewatchdog technique has its own advantages andweaknesses. The dynamic

source routing (DSR) [8] with the watchdog has the advantage that it can detect

misbehavior at the forwarding level and not just the link level. The watchdog’s

weaknesses are that it might not detect a misbehaving node in the presence of:

(1) Ambiguous collisions: prevents node A from overhearing the transmission from

node B, as shown in Fig. 5.3;

(2) Receiver collisions: node A can only tell whether B has sent a packet, but it cannot

tell if node C received it or not, as shown in Fig. 5.4.

(3) Limited transmission power: a misbehaving node could limit its transmission

power such that the signal is strong enough to be overheard by the previous

node but too weak to be received by the true recipient;

(4) Falsemisbehavior: this occurswhen a node falsely reports other nodes asmisbehaving;

(5) Partial dropping: a node can circumvent the watchdog by dropping packets at a

lower rate than the watchdog’s configured minimum misbehaving threshold.

5.5.5 Anomaly detection for mobile wireless networks

An anomaly detection architecture that was proposed in [9] is shown in

Fig. 5.5. In this scheme every node in the mobile ad hoc network participates

in intrusion detection and response. Every node is responsible for detecting

S A B C D
2 1 1

Figure 5.3 Node A does not hear node B forward packet 1 to node C, because
node B’s transmission collides at node A with packet 2 from source S

S A B C D
1 1 2

Figure 5.4 Node A believes that node B has forwarded packet 1 to C, though
node C never received the packet due to collision with packet 2
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signs of intrusion locally and independently by monitoring activities such as

user and system activities and the communication activities within the radio

range, but neighboring nodes can investigate a broader range collaboratively.

The internal structure of the detection scheme is shown conceptually in

Fig. 5.1. Information-theoretic measures [10], such as entropy and conditional

entropy, are used to describe the characteristics of normal information flows

and classification algorithms are used to build anomaly detection models. For

example, a classifier trained using normal data can be used to predict the next

event, given the previous n events. In monitoring, when the actual event is not

what the classifier has predicted, there is an anomaly. When constructing a

classifier, features with high information gain (or reduction in entropy) are

needed. That is, a classifier needs feature value tests to partition the original

(mixed and high entropy) dataset into pure (and low entropy) subsets, each

ideally with one (correct) class of data.

Using the above mentioned framework, the following procedure is utilized

for anomaly detection:

(1) Select (or partition) audit data so that the normal dataset has low (conditional)

entropy;

(2) Perform appropriate data transformation according to the entropymeasures (e.g.,

by constructing new features with high information gain);

(3) Compute classifier using training data;

(4) Apply the classifier to test data; and

(5) Post-process alarms to produce intrusion reports.

Local routing information, including cache entries and traffic statistics, are used

as an audit data source because remote nodes can be compromised and their

IDS IDS

IDS

IDS IDS IDS

IDS IDS

Intrusion state

response action

Intrusion state

response action

Figure 5.5 Intrusion detection system (IDS) architecture for wireless ad hoc
networks
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data cannot be trusted. Since classifiers are used as detectors there is a need to

select or construct features from the available audit data that have high infor-

mation gain. An unsupervized method is used to construct the feature set. First,

a large feature set is constructed to cover a wide range of behaviors. Then a small

number of training runs can be performedwith thewhole set of features on small

audit data traces randomly chosen from previously stored audit logs. For each

training run, a corresponding model is built. The features that appear in the

models and haveweights not smaller than aminimum threshold are selected into

the essential feature set. For different routing protocols and different scenarios,

the essential feature set is different. In practice, the feature set needs to be

updated after a certain period, as the characteristics of routing behavior can

changewith time. The heuristic is that with sufficiently high dimension, data can

be separated by a hyper-plane, thus achieving the classification goal. Given an

execution trace, a detector is first applied to examine each observation. Then a

post-processing scheme is used to examine the predictions and generate intru-

sion reports. A detectionmodel can make spurious errors and these false alarms

should be filtered out. In contrast, a true intrusion session has ‘‘locality,’’ i.e., it

tends to result in many alarms within a short time window. Therefore, these

alarms can be grouped into a single intrusion report.

5.6 Mobile agents for intrusion detection and response in MANETs

Mobile agents are a special kind of agent that have the ability to move through

large networks. In moving, the agents can interact with nodes, collect informa-

tion, and execute tasks assigned to them. Mobile agents offer several advan-

tages such as reduction in the network load as well as latency, which is achieved

by eliminating the need to move large amounts of data through the network

by moving the analysis programs closer to the audit data. When portions of

an intrusion detection system get destroyed or separated due to the network

partitioning, the mobile agents can still continue to work, thereby increasing

the fault tolerance level of the network. The mobile agents tend to be

independent of platform architectures, therefore rendering agent-based

intruder detection systems to run under different operating system

environments.

5.6.1 Local intrusion detection system (LIDS)

The local intrusion detection system (LIDS) is distributed in nature and

utilizes mobile agents on each of the nodes of the ad hoc network [11]. To

make local intrusions a global concern for the entire network, the systems
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existing on different nodes collaborate. The collaboration among the nodes is

achieved using two types of data: security data to obtain complementary

information from collaborating hosts and intrusion alerts to inform others of

a locally detected intrusion. TheLIDShas chosen to use SNMP (simple network

management protocol) data located in MIBs (management information bases)

as the audit source because SNMP offers several advantages, principal among

thembeing that the cost of local information collection is negligible, if an SNMP

agent is running on a node. Mobile agents (which need to be autonomous and

adaptive) are used to transport SNMP requests to remote hosts to overcome the

unreliability of SNMP message transfer over the UDP. A LIDS can delegate a

specific mission to an agent, which will carry out its assigned task in an

autonomous and asynchronous manner without any help from its LIDS.

The LIDS architecture is shown in Fig. 5.6. The key elements of the archi-

tecture are:

(1) A common communication framework to facilitate all external and internal

communication with a LIDS;

(2) Several data collecting agents for different tasks, e.g.:

* A local LIDS agent that is in charge of local intrusion detection and response

and also responsible for reacting to intrusion alerts provided by other nodes in

order to protect itself against this intrusion.

MIB

SNMP agent

LIDS
agent

Local
MIB agent

Communication framework

Mobile agents place

Wireless ad hoc network

MA MA

MA

LIDS

MA

Mobile host

Figure 5.6 The LIDS architecture
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* Mobile agents that collect and process data on remote hosts with an ability to

transfer the results of a computation back to their home LIDS or to migrate to

another node for further investigation. Themobile agent place is responsible for

the security control of these agents, but an agent should also be able to protect

itself from malicious mobile agent places.

* The local MIB (management information base) agent provides a means of

collecting MIB variables, either for mobile agents or for the local LIDS agent.

If SNMP runs on the node the local MIB agent will be the interface with the

running SNMP agent. For other scenarios, an SNMP based agent has to be

developed to allow optimized updates and retrieval of the MIB variables used

by intrusion detection. The local MIB agent would in that case act as an

interface between the LIDS and this tailor-made agent.

In this design the local LIDS agent could use either misuse or anomaly

detection as an intrusion detection mechanism. As far as response is con-

cerned, as soon as the LIDS detects an intrusion locally, it informs the other

nodes of the network. Locally, the node is empowered to refuse connections

with the suspicious node, to exclude it when performing cooperative actions,

or to exclude it from its community until it re-authenticates itself. By being

informed of intrusions on remote hosts, the LIDS can act as a security tool and

prevent the intruder from attacking it. The system designers recommend that

for the best security in an ad hoc network, all the systems on nodes should run

and cooperate continuously.

5.6.2 Intrusion detection architecture based on a static stationary database

A distributed IDS has been proposed at Mississippi State University, in which

each node on the network has an IDS agent running on it [12]. The IDS agents

on each node in the network work together via a cooperative intrusion detec-

tion algorithm to decide when and how the network is being attacked. The

architecture is divided into parts: the mobile IDS agent, which resides on each

node in the network, and the stationary secure database, which contains global

signatures of known misuse attacks and stores patterns of each user’s normal

activity in a non-hostile environment.

Mobile IDS agents Each node in the network will have an IDS agent running

on it all the time. This agent is responsible for detecting intrusions based on

local audit data and participates in cooperative algorithms with other IDS

agents to decide if the network is being attacked. Each agent has five parts: the

local audit trail, the local intrusion database (LID), the secure communication

module, the anomaly detection modules (ADMs), and the misuse detection

modules (MDMs), as shown in Fig. 5.7.
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* The local intrusion database (LID) is a local database that warehouses all informa-

tion necessary for the IDS agent, such as the signature files of known attacks, the

established patterns of users on the network, and the normal traffic flow of the

network. The anomaly detection modules and misuse detection modules commu-

nicate directly with the LID to determine whether an intrusion is taking place.

* The secure communication module is necessary to enable an IDS agent to commu-

nicate with other IDS agents on other nodes. It will allow the MDMs and ADMs

to use cooperative algorithms to detect intrusions. It may also be used to initiate

a global response when an IDS agent or a group of IDS agents detects an

intrusion. Data communicated via the secure communication module need to be

encrypted.

* The anomaly detection modules (ADMs) are responsible for detecting a different

type of anomaly. There can be any number of anomaly detection modules on

each mobile IDS agent, each working separately or cooperatively with other

ADMs.

* The misuse detection modules (MDMs) identify known patterns of attacks that are

specified in the local intrusion database. Like the ADMs, if the audit data available

locally are sufficient to determine whether an intrusion is taking place, the proper

response can be initiated. It is also possible for a misuse detection module to use a

cooperative algorithm to identify an intrusion.

Stationary secure database The stationary secure database (SSD) acts as a

secure, trusted repository for mobile nodes to obtain information about the

Other IDS agents

Local audit trail

MDM ADMLocal intrusion
database

Secure communication model

Network traffic and system audit data

Figure 5.7 Proposed IDS based on a stationary secured database
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latest misuse signatures and to find the latest patterns of normal user activity.

It is assumed that the attacker will not compromise the stationary secure

database, as it is stored in an area of high physical security. The mobile

IDS agents will collect and store audit data (such as user commands, network

traffic, etc.) while in the field, and will transfer this information when they are

attached to the SSD. The SSDwill then use this information for datamining of

new anomaly association rules. The SSD will also be the place where the

system administrator can specify the newest misuse signatures. When the

IDS agents are connected to the SSD, they will gain access to the latest attack

signatures automatically. Using the SSD to communicate the new attack

signatures and to establish new patterns of normalcy limits the amount of

communication that must take place between IDS agents in the mobile ad hoc

network. Despite all the benefits of having a stationary secure database in a

mobile IDS architecture, there are a few disadvantages of relying on a sta-

tionary database to provide vital IDS information. If a stationary secure

database is used, mobile nodes will have to be attached to the non-mobile

database periodically to stay up-to-date with the latest intrusion information.

This may not be an option for some mobile, ad hoc environments. Also,

since the SSD must be a trusted source, it cannot be taken on site without

significant risk.

5.6.3 Distributed intrusion detection using mobile agents

Kachirski and Guha have proposed a distributed intrusion detection system

for ad hoc wireless networks based on mobile agent technology [13]. By

efficiently merging audit data from multiple network sensors, their band-

width-conscious scheme analyzes the entire ad hoc wireless network for intru-

sions at multiple levels, tries to inhibit intrusion attempts and provides a

lightweight, low-overhead mechanism based on a mobile agent concept.

There is an efficient distribution of mobile agents with specific IDS tasks

according to their functionality across a wireless ad hoc network. The agents

used are dynamically updateable, have limited functionality and can be viewed

as components of a flexible, dynamically configurable intrusion detection

system. Additionally, this scheme restricts computation-intensive analysis of

the overall network security state to a few key nodes. These nodes are dyna-

mically elected, and overall network security is not entirely dependent on any

particular node. The modular approach taken has such advantages as

increased fault tolerance, communications cost reduction, improved perfor-

mance of the entire network, and scalability.
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The proposed intrusion detection system is built on a mobile agent frame-

work, as shown in Fig. 5.8. It is a non-monolithic system and employs several

sensor types that perform specific functions, such as:

* Network monitoring Only certain nodes have sensor agents for network packet

monitoring, to preserve total computational power and battery power of mobile

hosts.

* Host monitoring Every node on the mobile ad hoc network is monitored internally

by a host-monitoring agent. This includes monitoring system-level and application-

level activities.

* Decision-making Every node decides on its intrusion threat level on a host-level

basis. Certain nodes collect intrusion information and make collective decisions

about the network-level intrusions.

* Action Every node has an action module responsible for resolving intrusion situa-

tions on a host.

There are three major agent categories – monitoring, decision making, and

action agents. Some are present on all mobile hosts, while others are distrib-

uted to only a selected group of nodes. While all the nodes accommodate host-

based monitoring sensors of the IDS, a distributed algorithm is utilized to

assign a few nodes to host sensors that monitor network packets and agents

that make decisions. The mobile network is logically divided into clusters with

a single cluster head for each cluster that monitors packets within the cluster.

The selected nodes host network-monitoring sensors that collect all packets

within the communication range, and analyze the packets for known patterns

of attacks. Monitoring agents are categorized into packet monitoring sensors,

user-activity sensors and system-level sensors. Local detection agents are

located on each node of an ad hoc network, and act as user-level and system-

level anomaly-based monitoring sensors. These agents look for suspicious

activities on the host node, such as unusual process memory allocations, CPU

activity, I/O activity, user operations (invalid login attempts with a certain

pattern, super-user actions, etc.). If an anomaly is detected with strong

Action

Decision

Monitoring

User level System levelPacket level

Figure 5.8 Modular intrusion detection architecture
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evidence, a local detection agent will terminate the suspicious process or lock

out the user and initiate re-issue of security keys for the entire network. If some

inconclusive anomalous activity is detected on a host node by a monitoring

agent, the node is reported to the decision agent of the same cluster of which

the suspicious node is a member. If more conclusive evidence is gathered about

this node from any source (including packet monitoring results from a network-

monitoring agent), the action is undertaken by the agent on that node.

Decision agents are located on the same nodes as packet-monitoring agents.

A decision agent contains a state machine for all the nodes within the cluster it

resides in. As intrusion or anomalous activity evidence is gathered for each

node, the agent can decide that a node has been compromised by looking at

reports from the node’s own local monitoring agents, and the packet-monitoring

information pertaining to that node. When a certain level of threat is reached

for a node in question, the decision agent dispatches a command that an action

must be undertaken by the local agents on that node. In time, the threat level

decreases for each node in the decision agent’s database.

5.7 Summary

In this chapter, several intrusion detection schemes that have been proposed

recently were surveyed. The main features of these schemes are summarized in

Table 5.2. Severe memory constraints on a mobile device imply that misuse

detection systems that need to store attack signatures will be relatively difficult

to build and are likely to be less effective. Distributed anomaly detection,

therefore, is by far the methodology of choice for intrusion detection in

MANETs, and Table 5.2 clearly makes that point.

In Table 5.3, I compare different intrusion detection systems presented in

this paper with the attributes of an ideal IDS. These attributes are: fault

tolerance, scalability, inter-operability with other intrusion detection systems,

ability to detect new attack patterns, and whether the proposed system intro-

duces new weaknesses in terms of excessive overheads in terms of communica-

tion, storage, energy, or computation overheads.

We see from Table 5.3 that there is a trend to use mobile agents for intrusion

detection and response in mobile ad hoc networks because these agents

address the search and analysis problems involving multiple distributed

resources in an efficient manner. As indicated by column 4, most proposed

systems lack inter-operability because they do not use the common message

format, e.g. one that has been proposed by the IETF for communication

between various IDS agents. Inter-agent communication security is another

area in which many of the proposed systems do not fare well.
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Taking a leaf out of Axelsson’s survey on intrusion detection systems [1] for

wire-line networks, we see that the following dichotomies in system character-

istics hold true for wireless ad hoc networks.

* Time of detection Two main groups can be identified in wireless ad hoc networks

too: those that attempt to detect intrusions in real time and those that process audit

data with some delay.

* Locus of data processing The audit data in general are processed and new rules are

derived from them in a distributed fashion. Each node in most of the surveyed

systems takes the distributed approach to avoid being a single point of failure. The

intrusion detection architecture based on a secure stationary database is the only

exception, where audit data are transferred to the stationary secure database with the

help of mobile agents, and these audit data are then mined for new misuse patterns.

* Security The ability to withstand a hostile attack against the intrusion detection

system itself. This area has been the subject of little investigation. With the trend

towards using mobile agents for intrusion detection, most of the surveyed systems

that use mobile agents still do not consider the security of the agent platform itself.

* Degree of inter-operability The degree to which the system can inter-operate in

conjunction with other intrusion detection systems and accept audit data and

reports from different sources. This is not the same as the number of different

platforms on which the intrusion detection system itself runs. With the exception of

one, most of the proposed systems are not inter-operable with each other.

5.8 Further reading

This chapter presents the current state of the art in the area of intrusion

detection and response for wireless mobile ad hoc networks. Even though

research in intrusion detection started at least fifteen years ago in the wired

world, its application to wireless ad hoc networks is a rather recent develop-

ment.Wireless ad hoc networks are intrinsically resource constrained, and this

makes several of the schemes proposed in the wired world inadequate, as

discussed earlier. Approaches that require analysis of large trace data or attack

signatures (used by misuse detection techniques) or require centralized analy-

sis engines are not preferable. Instead the schemes that are distributed and

collaborative, e.g., anomaly-detection-based schemes, are likely to be more

applicable. One key advantage of using an anomaly detection scheme is that

it requires less modification of current routing protocols and allows the

trace analysis and anomaly detection to be performed locally in each node.

At present, IETF has a working group on intrusion detection [2] that covers the

current and future research topics and is an excellent source for the information

on the scope of future work. Readers should refer to [14, 15, and 16] for

additional readingmaterial on intrusion detection for wireless ad hoc networks.
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6

Quality of service

Wireless mobile ad hoc networks consist of mobile nodes interconnected by

wireless multi-hop communication paths. Unlike conventional wireless net-

works, ad hoc networks have no fixed network infrastructure or administra-

tive support. The topology of such networks changes dynamically as mobile

nodes join or depart the network or radio links between nodes become unu-

sable. Supporting appropriate quality of service for mobile ad hoc networks is

a complex and difficult issue because of the dynamic nature of the network

topology and generally imprecise network state information, and has become

an intensely active area of research in the last few years. This chapter presents

the basic concepts of quality of service support in ad hoc networks for unicast

communication, reviews the major areas of current research and results, and

addresses some new issues. The focus is on routing issues associated with

quality of service support. The chapter concludes with some observations on

areas for further investigation.

6.1 Introduction

Mobile ad hoc networks offer unique benefits and versatility for certain

environments and certain applications. Since a fixed infrastructure, including

base stations, is not necessary, they can be created and used ‘‘any time, any-

where.’’ Second, such networks could be intrinsically fault-resilient, for they do

not operate under the limitations of a fixed topology. Indeed, since all nodes

are allowed to be mobile, the composition of such networks is necessarily time

varying. Addition and deletion of nodes occur only by interactions with other

nodes; no other agency is involved. Such perceived advantages elicited

immediate interest in the early days among military, police, and rescue agen-

cies in the use of such networks, especially under disorganized or hostile

environments, including isolated scenes of natural disaster and armed conflict.
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In recent days, home or small-office networking and collaborative computing

with laptop computers in a small area (e.g., a conference or classroom, single

building, convention center, etc.) have emerged as other major areas of appli-

cation. In addition, people have recognized from the beginning that ad hoc

networking has obvious potential use in all the traditional areas of interest for

mobile computing.

Mobile ad hoc networks are increasingly being considered for complexmulti-

media applications, where various quality of service (QoS) attributes for these

applicationsmust be satisfied as a set of predetermined service requirements. As

a minimum, the QoS issues pertaining to delay and bandwidth management

become of paramount interest. In addition, because of the use of ad hoc net-

works for military or police use, and increasingly common commercial applica-

tions, various security issues also need to be addressed for such applications,

which I do not address here. Cost-effective resolution of these issues at appro-

priate levels is essential for widespread general use of ad hoc networking.

Mobile ad hoc networking emerged from studies on extending traditional

Internet services to the wireless mobile environment. All current works, as well

as this book, consider ad hoc networks as a wireless extension to the Internet

based on the ubiquitous IP networking mechanisms and protocols. Today’s

Internet possesses an essentially static infrastructure where network elements

are interconnected over traditional wire-line technology, and these elements,

especially the elements providing the routing or switching functions, do not

move. In a mobile ad hoc network, by definition, all the network elements

move. As a result, numerous more stringent challenges must be overcome to

realize the practical benefits of ad hoc networking. These include effective

routing, medium (or channel) access, mobility management, power manage-

ment, and security issues, all of which affect the quality of the service

experienced by the user.

The absence of a fixed infrastructure for ad hoc networks means that the

nodes communicate directly with one another in a peer-to-peer fashion. The

mobility of these nodes imposes limitations on their power capacity, and

hence, on their transmission range; indeed, these nodes must often satisfy

stringent weight limitations for portability. Mobile hosts are no longer just

end systems; to relay packets generated by other nodes, each nodemust be able

to function as a router as well. As the nodes move in and out of range with

respect to other nodes, including those that are operating as routers, the

resulting topology changes must somehow be communicated to all other

nodes as appropriate. In accommodating the communication needs of the

user applications, the limited bandwidth of wireless channels and their gener-

ally hostile transmission characteristics impose additional constraints on how
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much administrative and control information may be exchanged, and how

often. Ensuring effective routing is one of the great challenges for ad hoc

networking.

The lack of fixed base stations in ad hoc networks means that there is no

dedicated agency for managing the channel resources for the network nodes.

Instead, carefully designed distributedmedium access techniques must be used

for channel resources, and, hence, there must be mechanisms available to

recover efficiently from the inevitable packet collisions. Traditional carrier-

sensing techniques cannot be used, and the hidden terminal problem may

significantly diminish the transmission efficiency. Although I do not expand

on this issue further, an effectively designed protocol for medium access

control (MAC) is essential for the quest for QoS; see, for example, [1] and

the references cited therein for additional information.

All the challenges enumerated above are potential sources of service impair-

ment in ad hoc networks and, hence, may degrade the ‘‘quality of service’’ seen

by the users. As of now, the Internet has only supported the ‘‘best effort’’

service; best effort in the sense that it will do its best to transport the user

packets to their intended destination, although without any guarantee.

Quality-of-service support is recognized as a challenging issue for the

Internet, and a vast amount of research on this issue has appeared in the

literature during the last decade or so [2]. With the Internet as the basic

model, the ad hoc networks have been initially considered only for ‘‘best effort’’

services as well, especially given their peculiar challenges when compared with

traditional wire-line or even conventional wireless networks. Indeed, just as the

QoS accomplishments for wired networks, such as the Internet, cannot even be

directly extended to the wireless environment, QoS issues become even more

formidable for mobile ad hoc networks. Happily, during the last few years

quality of service for ad hoc networks has emerged as an active and fertile

research topic of a growing number of researchers and major advances are

expected in the next few years. See [3] for a comprehensive review of the state-

of-the-art on QoS routing in ad hoc networks, circa 1999. The URLs of [4] are

good sources of more up-to-date information in this area.

Performance of these various protocols under ‘‘field’’ conditions is, of course,

the final determinant of their efficacy and applicability. Relative comparisons

of computational and communication complexities of various routing proto-

cols for ad hoc networks have appeared in the past, e.g., [3, 5, 6, 7], providing the

foundation for more application-oriented assessment of their effectiveness. On

the other hand, the performance studies have started to appear only recently,

e.g., [8]. Themathematical analysis of ad hoc networks, even under the simplest

assumptions about the dynamics of the topology changes and the traffic
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processes, poses formidable challenges, and even their simulation is consider-

ably more difficult than their static counterpart. Performance studies of ad hoc

networks with QoS constraints remain an open area of research.

I also observe that secure QoS routing remains essentially an open area of

research for ad hoc networks, which I do not address here. See [9] for a survey

of the security issues for mobile ad hoc networks circa 2001.

My discussion is limited to unicast communication only; multicasting adds

additional layers of complexity to the problems of unicast communication and

requires its own separate survey. See [3, 4] for additional information on the

QoS issues associated with multicast routing.

The organization of the rest of the chapter is as follows. Section 6.2 intro-

duces some networking concepts pertinent to routing and QoS. The general

issue of routing in mobile ad hoc networks is reviewed in Section 6.3.

Section 6.4 addresses QoS routing issues for ad hoc networks and its current

state of research. Finally, Section 6.5 presents concluding remarks and sug-

gests directions for future research. For a general survey of all the issues

mentioned here, see [10].

6.2 Routing in mobile ad hoc networks

All routing protocols for ad hoc networks need to perform a set of basic

functions in the form of route identification and route reconfiguration. For

communication to be possible, at least one route (i.e., a loop-free path) must

exist between any pair of nodes. Route identification functions, as the name

suggests, identify a route between a pair of nodes as a prerequisite to commu-

nication. Route reconfiguration functions are invoked to recover from the

effects of undesirable events such as host or link failures of various kinds, and

traffic congestions appearing within a subnetwork. Evidently, recognition of

changes in the network topology and the topology update functions constitute

an indispensable subset of the route reconfiguration functions. A separate

category of resource management functions is also considered, to ensure that

all the network resources are available, to the extent possible, in support of some

special objectives such as those associated with QoS or security. Different

authors use different classification schemes for these basic routing functions.

Routing in ad hoc networks, as in their wired counterparts, has traditionally

used knowledge of the instantaneous connectivity of the network with empha-

sis on the state of the links. This is the so-called topology-based approach [6];

the associated routing protocols can generally be classified into three cate-

gories; periodic (also called proactive or table-driven), on-demand (also called

reactive), and hybrid protocols.
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Networks using periodic protocols attempt to maintain the knowledge of

every current route to every other node by periodically exchanging routing

information, regardless of whether the routes are being used for carrying

packets. Each node maintains the necessary routing information and the

nodes are responsible for propagating topology updates in response to instan-

taneous connectivity changes in the network. Examples of such protocols

include those based on destination-sequenced distance-vector (DSDV) routing

[11] and its derivatives, among many others. As a class, these protocols tend to

suffer from wasted bandwidth due to the large control overhead in maintain-

ing unused routes, especially during frequent changes in network topology,

although some of the newer link-state routing protocols mentioned in [10]

present approaches for reducing the overhead.

The on-demand protocols, in contrast to periodic protocols, create routes

only when necessary for carrying traffic. As a result, a route discovery process

is a prerequisite to establishing communication between any two nodes, and a

route is maintained as long as the communication continues. Examples of

on-demand protocols include dynamic source routing (DSR) [12], ad hoc

on-demand distance vector (AODV) routing [13], and many others cited in [10].

The on-demand protocols also tend to generate large overheads and suffer

loss of packets in transit as the topology changes become more frequent.

However, in general, these protocols perform better than their periodic coun-

terparts, especially when topology changes are infrequent, e.g., see [8].

A survey of periodic and on-demand routing protocols including their relative

time and communication complexities, circa 1999, is presented in [7].

The hybrid approach combines both aspects of periodic and on-demand

routing. For example, the zone routing protocol (ZRP) [14] allows the use

of a periodic routing protocol within a local zone, while an on-demand

routing scheme is used globally. Thus, at least at the level of inter-zone routing,

if the topology changes are not too frequent, the benefits of on-demand

routing are available. The performance of the zone routing protocol clearly

depends on the organization of the zones within the network and the traffic

patterns within the zones, neither of which is particularly predictable under all

circumstances.

A different approach, called location-based (or position-based) routing,

aims to reduce some of the drawbacks of topology-based routing. A recent

survey, including comparative information on the time and communication

complexities of various protocols of this category, is presented in [6]. In

addition to topology-based information, these protocols also use information

about the physical location of themobile hosts. TheGlobal Positioning System

(GPS) is used often by the nodes to determine their respective positions.
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A distinguishing characteristic of location-based protocols is that to for-

ward packets, a node only requires its own position, that of the destination

(obviously), and those of its adjacent (one-hop) neighbors. A transmitting

node uses a location service to determine the location of the destination, and

includes this location information as part of the destination address in its

messages. Routes do not need to be established or maintained explicitly;

thus there is no need to store routing tables at the nodes, and no need for

routing table updates. Adjacent nodes are identified typically by broadcasting

limited-range beaconing messages and various time-stamping mechanisms.

The beaconing message includes distance limits; a receiving node discards

the message if its location lies beyond the distance limit.

Availability of accurate location information at each node is essential for

location-based routing to work, which, in turn, requires timely and reliable

location updates as nodes change their locations. One or more nodes, desig-

nated to act as location servers, coordinate these location service functions,

which are necessarily decentralized because of the mobility of the nodes.

A large part of the ongoing research, as the references cited above show, is

focused on designing efficient location services.

Performance studies on location-based routing, similar to those reported

above for topology-based routing, are yet to appear in the literature. At a first

glance, it appears reasonable to expect that QoS objectives would be easier to

meet by avoiding routing updates. More work is needed to confirm this

expectation. Finally, I am not aware of any reported work on security issues

for such protocols.

A high-level overview of routing with QoS constraints follows next as a

prologue to the more detailed discussion of these issues for ad hoc networks.

6.3 Routing with quality of service constraints

The RFC 2386 standard [15] characterizes QoS as a set of service requirements

to bemet by the network while transporting a packet stream from the source to

the destination. Intrinsic to the notion ofQoS is an agreement or a guarantee by

the network to provide a set of measurable pre-specified service performance

constraints for the user in terms of end-to-end delay, delay variance (jitter),

available bandwidth, probability of packet loss, etc. The cost of transport and

total network throughput may also be included as parameters. Obviously,

enough network resources must be available during the service invocation to

honor the guarantee. The first essential task is to find a suitable route through

the network between the source and destination that will have the necessary

resources available to meet the QoS constraints for the desired service. The
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task of resource (request, identification) reservation is the other indispensable

ingredient of QoS. By QoS routing, I mean both these tasks together. The

Internet of today operates in a connectionless and stateless mode. The network

of routers is not aware of any association between the source and destination

except on a per-packet basis. Each packet is routed individually without any

information about the state of the flow of packets between the source and

destination. On the other hand, QoS is meaningful only for a flow of packets

between the source and destination, and thus depends on the notion of a

logical association, or logical connection, between them for the duration of

the flow, as represented in Fig. 6.1. Second, the network must guarantee the

availability of a set of resources associated with the flow. Consequently, appro-

priate routers must remain aware of the logical connection and the state of the

flow to ensure that adequate network resources, such as link bandwidth, nodal

buffers, processing power, etc., are available for the duration of the logical

connection, and their underlying routes. Quality of service guarantees can be

attained only with appropriate resource reservation techniques. The most

important element among them is QoS routing, i.e., the process of choosing

the routes to be used by the flow of packets of a logical connection in attaining

the pre-established QoS guarantee.

Consider Fig. 6.2, where the numbers next to the links represent their

respective bandwidth, say in Mbps. To minimize delay and for better use of

network resources, minimizing the number of intermediate hops is one of the

principal objectives in determining suitable routes. However, suppose that the

packet flow fromA to E requires a bandwidth guarantee of 3Mbps. Quality of

service routing will then select the route A–B–C–E over the route A–E, since

Source
Destination

Figure 6.1 A flow: QoS is meaningful only for a flow between a specific
source–destination pair

CB

EDA

66 1

4

22

Figure 6.2 Links with fixed bandwidth in a network
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the latter is unable tomeet the bandwidth need although it has fewer hops. The

only other alternative, A–B–D–E, will also be rejected for failing to meet the

bandwidth need.

Quality of service routing offers serious challenges even for the static envir-

onment of today’s Internet. Different service types, e.g., voice, live video,

and document transfer, have significantly different objectives for delay, band-

width, and packet loss. Determining the QoS capability of candidate links is

not simple for such scenarios (for multicast services, the difficulties are even

greater). It has already been noted that the route computation cannot take ‘‘too

long.’’ Consequently, the computational and communication complexities of

route selection criteria must also be taken into account. The presence of more

than oneQoS constraint oftenmakes theQoS routing problemNP-complete [3].

Sub-optimal algorithms such as sequential filtering is often used, especially for

large networks, where an optimal path based on a single primary metric (e.g.,

bandwidth) is selected first, and a subset of them are eliminated by optimizing

over the secondary metric (e.g., delay), and so on, until all the metrics have been

taken into account (a random selection is made if there is still more than one

choice after considering network throughput as the last metric). All else remain-

ing the same, the same route is used for all the packets in the flow as long as the

QoS constraints are satisfied.

Candidate routes for a flow with specific QoS objectives are determined by

using various QoS metrics associated with its constituent nodes and links.

These metrics collectively characterize the state of the nodes and links.

A typical link-state is an ordered tuple of its specific QoS metrics of interest,

and is usually represented as follows:

link-state ¼5bandwidth;propagation delay; cost> ;

where bandwidth is the maximum residual bandwidth that the link can sup-

port, and ‘‘cost’’ here is used as a generic catch-all for other parameters such as

packet loss statistics, service class (if multiple service classes are to be sup-

ported, each with its own QoS requirements), etc. ‘‘Cost’’ often does represent

a single number. Observe also that each link is assigned a unique direction in

terms of the source and sink nodes. The state of a node is likewise characterized

as an ordered tuple of typical QoS metric as follows:

node-state ¼5CPU bandwidth capacity;delay distribution; cost> ;

where the CPU bandwidth is the minimum rate at which the node can place

data into the link, delay distribution at a minimum includes the mean and the

variance of the queueing delay, and ‘‘cost’’ is, again, a generic term for many

other parameters that need to be considered for different service classes for
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different traffic types, including service classes with multiple priorities.

Frequently, the node-state is incorporated into the state of each of the links

incident on it, as in this chapter. In such cases, we only have (augmented) link-

states, where the link bandwidth is now the minimum of the residual link

bandwidth and the CPU bandwidth of its source node, and the delay is the

(random) sum of the link propagation and node queueing delays. Finally, the

cost is determined appropriately by considering its component metrics.

Accurate location information has to be included as part of the local state

information, if location-based routing is to be considered.

The state of a route, such as that shown in Fig. 6.2, then follows immediately

as the appropriate numerical operations of the various components of the

(augmented) states of its constituent links. The bandwidth of a route is the

minimum of that of its components, the delay is the (random) sum of all link

delays, and the cost is either the sum (if it is an additive quantity), or another

appropriate deterministic or stochastic numerical operation of all the compo-

nent costs. For a given flow, a feasible route is one with sufficient available

resources to satisfy the QoS requirements. It is evident then that the QoS

routing problem is a constrained combinatorial (graph) optimization problem,

and it is solved as such.

Once a route has been selected for a specific flow, the necessary resources, e.g.,

bandwidth, buffer space in routers, etc., must be reserved for the flow. These

resources will not be available to other flows until the end of this particular flow.

Consequently, the amount of remaining network resources available to accom-

modate the QoS requests of other flows will have to be recalculated, and propa-

gated to all other pertinent nodes as part of the topology update information.

Quality of service routing being dependent on the accurate availability of the

current network state, I briefly consider the nature of such information. The

first is the local state information maintained at each node, which includes

every pertinent component (for a given flow) of the node-state, as well as the

link-state for each of its outgoing links. The totality of the local state informa-

tion for all nodes constitutes the global state of the network, which is also

maintained at each node. The instantaneous network connectivity is part of the

global state information. While the local state information may be assumed to

be always available at any particular node, the global state information is

constructed by exchanging the local state information for every node among

all the network nodes at appropriate moments. The process of updating the

global state information, also loosely called topology updating, may signifi-

cantly affect theQoS performance of the network, as has beenmentioned before.

The global statemay be updated by broadcasting the local state of each node

to every other node (link-state protocol), or by periodically exchanging
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suitable ‘‘distance vector’’ information among the adjacent nodes only (dis-

tance-vector protocol). A distance vector is usually maintained as a table in

each node with an entry for each QoS metric. Given a node K, for each QoS

metric, the corresponding entry is a triplet consists of the following:

* Address of a destination node for every possible destination;

* Best attainable value of the metric over the best route fromK to the destination; and

* Address of the node immediately adjacent (next hop) to K on the best route with

respect to the value of the metric.

Consider node A in the example of Fig. 6.2. The bandwidth entry for the

distance-vector at the node A will have a representation as given in Table 6.1.

For destination B, the available routes are hA!B i, hA!D!B i, and
hA!D!E!C!B i. Likewise for E, the available routes are hA!D!E i,
hA!B!D!Ei, hA!B!C!Ei, and hA!D!B!C!Ei, and so on.

Since the topology updates throughout the network cannot happen instan-

taneously, the global state information may only be an approximation of the

true current network state. For ad hoc networks with highly mobile nodes, the

global state information may never be accurate.

Three distinct route-finding techniques are used to determine an optimal

path satisfying the QoS constraints. These are source routing, distributed

routing, and hierarchical routing. In source routing, a feasible route is com-

puted locally at the source node using the locally stored global state informa-

tion, and then all other nodes along this feasible route are notified by the

source of their adjacent preceding and successor nodes. A link-state protocol is

almost always used to update the global state at every node. The state update is

done by using either a distance-vector (most common) or a link-state protocol.

In distributed or hop-by-hop routing, the source and other nodes are involved

in the path computation by identifying the adjacent router to which a node

must forward the packet associated with the flow. Practical considerations

for large networks with many nodes and high connectivity sometimes compel

the use of so-called aggregated global state information, by first partitioning the

network into a hierarchical cluster of some form, and then only considering the

Table 6.1

Bandwidth entry at Node A

Destination B C D E
Bandwidth 6 4 2 4
Adjacent node B B D B
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suitable state information associated with these clusters. Such information is,

necessarily, a partial representation of the true global state. Hierarchical routing,

as the name suggests, uses the aggregated partial global state information to

determine a feasible path using source routing where the intermediate nodes are

actually logical nodes representing a cluster; for more details see [16]. Flooding is

not an option for QoS routing, except for broadcasting control packets under

appropriate circumstances, e.g., for beaconing, or at the start of a route discovery

process. See [7] for a comparative discussion of the advantages and disadvant-

ages of various algorithms associated with each of these three approaches.

Onemay reasonably expect that all packet exchanges will not be treatedwith

equal priority in a QoS network. The exchange of control packets should

receive higher priority than user data packets in a network designed for QoS.

Indeed, except for instances of ‘‘thin’’ low-traffic (relative to the network

capacity) networks, control packets should receive pre-emptive priorities

over user data packets. Second, the QoS policy may allow different priorities

to exist even among different flows of user packets. Clearly, in accommodating

packets with pre-emptive priorities, the network may not be able to preserve

the QoS guarantee for ordinary flows. Appropriate admission control policies

could also offer additional benefits. Indeed, QoS routing allowing pre-emption

and admission control policies is an open area for further research.

Handling of user data with multiple priorities presents potential security

threats as well. When a user requests QoS with a certain priority, the network

first needs to authenticate such a request by exchanging appropriate control

packets. Too many authentication requests, in themselves, may degrade the

operational performance of a large QoS network. Next, the network must find

a route with the requested QoS for a higher priority against all other flows with

lesser priority, even if they are allocated identical QoS parameters in all other

respects. In heavy traffic situations, guaranteeingQoS for lesser priority traffic

may be extremely difficult or impossible. The development of QoS routing

policies, algorithms, and protocols for handling user data with multiple prio-

rities is also an open area.

Similar challenges exist in designing QoS routing schemes supporting multi-

ple service classes. For additional details, see [3].

My discussion, up to this point, has been limited to unicast routing. The

essential problem here is to find a feasible path from a source node to a single

destination node that satisfies a set of QoS constraints, and possibly some

other additional optimization criteria such as minimum cost and maximum

network throughput. The multicast routing problem, on the other hand, is

distinguished bymore than one destination node, where the objective is to find

not a single path, but a feasible tree rooted at the source. Each path from the

6.3 Routing with quality of service constraints 117



source to one of the destination nodes in the tree is required to satisfy the

specified set of QoS constraints, together with additional optimization criteria,

if any, simultaneously. As observed in [3], many of the associated optimization

problems are NP-complete. In particular, most categories of the general con-

strained combinatorial optimization problems for graphs are known to beNP-

complete. I do not address the topic of multicast routing in this chapter.

This section has presented only a broad-brush overview of QoS routing.

Many issues such as the effect of imperfect knowledge of network state informa-

tion on routing, and hierarchical aggregation of routing information for scal-

ability, etc., have not been mentioned above. All these issues profoundly affect

the QoS in ad hoc wireless networks, and are considered in the next section.

6.4 Quality of service routing in ad hoc networks

The basic concepts of the QoS routing discussed in the previous section con-

stitute the foundation for QoS routing for ad hoc networks. This discussion is

based on topology-based routing; observations pertinent to location-based

routing are added as appropriate. I assume that each node carries a unique

identity recognizable within the network. Following [3], I assume the existence

of all necessary basic capabilities, such as suitable protocols for medium access

control and resource reservation, resource tracking, state updates, etc.

Each node periodically broadcasts a beacon packet identifying it and its

pertinent QoS characteristics, thus allowing each node to learn of its adjacent

neighbors (i.e., those with which it can communicate directly). The beaconing

mechanism, regardless of whether it is topology-based or location-based, lies

at the heart of ad hoc networking, for otherwise a node will not even know its

adjacent neighbors, which change dynamically in such networks. The knowl-

edge of adjacent neighbors, of course, is indispensable for routing.

A principal objective of network engineering, as emphasized earlier, is the

minimization of routing updates, for such updates consume network band-

width and router CPU capacity. Second, frequently changing routes could

increase the delay jitter experienced by the users. This objective is extremely

difficult to attain in wireless networks because of the involuntary network state

changes as nodes join in or depart, traffic loads vary, and link quality swings

dramatically. To accommodate real time traffic needs, such as those of voice or

live video, both the overall delay and the delay variance must be kept within a

certain bound. This is accomplished primarily by minimizing, as far as possi-

ble, the number of hops, or the intermediate routers, in the path. With

potentially unpredictable topology changes in an ad hoc network, this last

objective is difficult to attain.
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Combinatorial stability, therefore, is a critical consideration for QoS in an

ad hoc network. Combinatorial stability follows directly when the geographi-

cal distribution of the mobile nodes does not change much relative to one

another during the time interval of interest. Such is the case, for example, for

the Internet, and in a classroom setting for communication among laptop

computers as ad hoc nodes. The routes among network nodes in such cases will

change little or not at all. There are other cases, for example, in rescue

operations, refugee migrations, etc., where the route updates do occur during

the intervals of interest, but not sufficiently frequently to violate the limits of

combinatorial stability. In such cases, it is possible that the topology updating

takes long enough so that by following the now unacceptable characteristics of

the last used route, the QoS guarantees cannot be met. Indeed, the old route

may even cease to exist during the topology update. This is entirely possible for

geographically dispersed networks with a large number of nodes and sparse

connectivity, where each route consists of many intermediate nodes, like a

string of beads.

The topology of an ad hoc networkmay be combinatorially just right so that

the QoS guarantees are maintained during any topology updating. Observe

that it is not just the connectivity that affects the QoS, but the availability of

enough resources along the previous and the new routes during and after the

transition is equally essential. We call an ad hoc network QoS-robust with

respect to a specific set of QoS guarantees only if such guarantees are main-

tained regardless of the topology updates that may occur within the network;

guaranteeing QoS-robustness under all circumstances is possible only with

unlimited resources. More narrowly, we call such a network QoS-preserving if

it can continue to maintain the QoS guarantees during the interval from the

end of a successful topology update until the occurrence of the next topology

change event. A QoS-robust ad hoc network is, by definition, QoS-preserving;

the converse is obviously false.

A mobile node may lose connectivity with the rest of the network simply

because it has wandered too far off, or its power reserve has dropped below a

critical threshold. Since the network cannot control the occurrence of such

events, we must exclude them in considering the QoS guarantees. A topology

update occurs when a new node joins the network or an existing node is

detected to have become unavailable with respect to a particular flow. One

naturally expects that such topology updates should not affect the QoS for the

rest of the nodes as long as the topology of the rest of the network (as a

subnetwork) remains unchanged. So far, with the exception of [3], little has

appeared on the preservation of QoS guarantees under various failure condi-

tions in ad hoc networks as a specific area of study.
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Two routing techniques are considered in [3], both limited to combinato-

rially stable, QoS-preserving networks. One is based on the availability of only

local state information, and the other assumes a possibly inaccurate knowl-

edge of global states. When an existing feasible route becomes unavailable, a

new feasible path is determined, and the flow is rerouted to the new feasible

path. During the interval immediately following the disappearance of the

existing path and the establishment of the new route, data packets are sent

as best-effort traffic.

For QoS routing using only the local state information, [3] introduces two

different distributed routing algorithms, the so-called source initiated routing

and destination-initiated routing. Both use only the local state information

stored at each node. Both rely on the use of probe packets with appropriate

nodal identity and QoS information in identifying a feasible route with the

desired QoS characteristics. The source and the intermediate routers use a

form of flooding to send the probe packets. Various mechanisms are consid-

ered in [3] to mitigate the penalties of flooding and to minimize the number of

probe packets to be used, and the advantages of destination-initiated routing

over the other methods established under certain conditions.

Pre-established network policies should determine the steps to be taken, in

case no feasible route could be found during the route establishment phase.

The service request may be rejected, and the node blocked, or the networkmay

negotiate for a service with lower QoS by exchanging control packets using

best-effort routing, assuming that such alternative QoS is available. Such

considerations offer opportunities for further research.

Efficient source-initiated routing results from a number of innovative tech-

niques introduced in [3]. Avoiding unnecessary probes by noting their respec-

tive sources is one. The second is the novel concept of local multicast, which

limits the broadcast of probes to only an appropriate subset of the adjacent

nodes. The third relies on caching the distance information by counting the

number of hops traversed by the probe up to that point. By maintaining, at

each node, the relevant state information of all its n-hop neighbors, a route to

any other node can be determined by using only local information. It is evident

that the location-based routing techniques mentioned in [6] perform similar

functions without the need for route updates, and offer opportunities for

potential improvements in efficiency.

The destination-initiated routing approach of [3] actually relies on the best

available estimate of the distance between the source and destination. Here the

destination node identifies a feasible route by sending probe packets towards

the source on the basis of restricted flooding. Of course, it is the source that

initiates a flow by sending a control message to the destination with the

120 Quality of service



necessary QoS information by using one of the many best effort routing

algorithms mentioned in Section 6.3. The control message counts the number

of hops it traverses while following the best effort route as an estimate (upper

bound) of the distance between the source and the destination. This hop count

is used at the destination node to limit the flooding range for its probe packets

back toward the source. More precise location information used in location-

based routing should result in more accurate restriction on the flooding range,

thus offering opportunities for greater efficiency. The techniques based on

imprecise knowledge of global states in [3] use the notion of ticket based

probing for identifying a feasible route. Each probe from the source towards

the destination carries at least one ticket to control the number of alternate

paths to be searched, thus minimizing the routing overhead. The lower the

likelihood of finding a route with the desired QoS requirements, the larger is

the number of tickets carried by the probe. The probes are attempted to be sent

along links, the QoS characteristics of which are relatively constant (or slowly

varying) in time. The basic routingmechanism is distributed or hop-by-hop; in

[3], the information for multiple feasible routes is stored in the probes, instead

of within the intermediate routers.

Severalmechanisms are considered in [3] for QoS-preservingQoS routing by

detecting broken routes and then either repairing the broken route or by

rerouting the flow on an alternate route with the desired QoS. The use of

redundant routes of various kinds further reduces the likelihood of QoS

violation. A broken route is detected by a node on the route using amechanism

similar to the beaconing protocols for detecting adjacent neighbors. When a

node detects a broken route, it sends a ‘‘route failure’’ message back to the

source. After receiving the ‘‘route failure’’ message, the source switches the

flow over to an alternate route, as discussed below, and sends a ‘‘resource

release’’ message along the original route so that all nodes on the route

receiving this message can release all QoS resources previously reserved for

the flow. Obviously, the ‘‘resource release’’ message will not reach those nodes

on the now broken route that are no longer reachable from the source. Even

then, their resources will not remain associated with the now-rerouted flow

indefinitely, by using the following ‘‘time-out’’ mechanism. The existence of

the QoS route between a source–destination pair needs to be reaffirmed peri-

odically when routing with imprecise information by sending suitably con-

structed control packets, called refresher packets in [3], from the destination

back to the source. When an intermediate node receives the refresher packet, it

resets the ‘‘refresher timer’’ and sends the refresher packet to the adjacent node

upstream. The receiving node always sends an acknowledgment back to the

sending node. If such a refresher packet fails to arrive within a predetermined
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timeout interval, the QoS route is declared unavailable and the associated

resources released. Likewise, if a node expecting to receive an acknowledgment

to the refresher packet does not receive it before the ‘‘refresher acknowledg-

ment timeout’’ expires, it releases all of its own resources associated with the

particular QoS route. This also accommodates the failure to reach various

unavailability notifications to their intended recipients using additional time-

out mechanisms, such as timeouts on timeout messages.

When the source receives the notification of route unavailability, it seeks an

alternate route with the same QoS characteristics, as shown in Fig. 6.3.1 The

unusable route is shown by a dashed line, and the new alternate route is shown

by a solid line. If such a route can be found, the flow is rerouted to it after the

necessary route updates among the pertinent nodes.

Several redundant routing mechanisms are also considered in [3] for mini-

mizing the likelihood of QoS violation owing to route failures. At the highest

level of redundancy,multiple alternate routes with the sameQoS guarantee are

established for the flow, and are used simultaneously.

The alternate routes should preferably be disjoint,2 although this may not

always be possible, as shown in Fig. 6.4. At the next lower level of redundancy,

the routes and the associated resources are reserved and rank ordered, but not

used unless the primary route fails, or the first choice for the alternate route

fails while the primary route is unavailable, and so forth. When not in use for

the QoS-guaranteed flow, the alternate route is used to carry best-effort

packets. At the lowest level of redundancy, only the route is identified; no

resource is reserved. When the primary path fails, the alternate paths are

checked to determine whether the necessary resources are still available. An

explicit discovery process for rerouting is initiated if none of the alternate

s d
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s dss dd
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Figure 6.3 Alternate routing

1 Recall that in developing various routing and other algorithms for ad hoc networks, minimizing power
consumption has been explicitly investigated by many researchers. Minimization of power consumption
and QoS support do not appear to be mutually consistent objectives at the current ‘‘state of the art.’’

2 Two routes are disjoint if, and only if, the source and destination nodes are only common nodes in the
routes.
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routes are found to be able to support the desired QoS. In all cases, the

duplicate packets are discarded at the destination.

Variations of the above approach are possible; one is where an attempt is

made to repair the route solely on the basis of local adjacency information,

instead of switching over to a new route. Instead of the source, if node B in

Fig. 6.5 determines that the link to C is broken, it does not send a route failure

message back to the source. Instead, B attempts to repair the path as follows.

Using the beaconing mechanism, B sends a ‘‘repair request’’ message to its

adjacent neighbors, querying whether any of these other nodes may be able to

offer at least the same QoS support as C. An adjacent neighbor E will send an

affirmative response only if it is also an adjacent neighbor to C with a link, and

if it has adequate residual resources. If node E sends an affirmative response,

B will add the link as an element to the QoS route from s to d, and send a

‘‘path repair’’ message to E. After receiving the path repair message, E will

dedicate the necessary resource to the QoS flow and update its own route

information. The new information will become part of the regular topology

update as required.

None of these scenarios explicitly considers location-based routing. The

recently introduced notion of predictive location-based QoS routing [17] is

an attempt to exploit explicitly the potential advantages of location-based

routing in connection with alternate routing. In this approach, the route fail-

ures are predicted beforehand, and new routes are determined using these

predictions before the current route becomes unavailable. In principle, the

Old route

New route

Figure 6.4 Redundant routing: all routes are not disjoint
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Figure 6.5 Route repair
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QoS flow can be transferred on to one of these predicted alternate routes

without any packet loss. The nodes in the network use flooding for state

updates consisting of their respective locations and resource availability. The

location updates are used to predict the future locations of the nodes, and

alternate routes are determined using the predicted locations such that the

connectivity between the source and destination on the new route will be

preserved. However, this approach does not reserve resources for the alternate

routes and, as is to be expected, does not promise any hard QoS guarantees.

The availability of resources on all active routes is appropriately monitored

against the QoS objectives to ensure the occurrence of the necessary route

switching when the available resources drop below acceptable thresholds.

Admission control policies, common in wire-line networks, offer opportu-

nities for preserving existing QoS in an ad hoc network. In wire-line networks,

these are most frequently used with multiple QoS classes having different QoS

attributes and priorities. For mobile ad hoc networks, the ‘‘best effort’’ traffic

is the most natural QoS class, say, service class 0. Multimedia traffic, with and

without live video, may be assigned their own QoS classes. When a new node

attempts to find a QoS route for service with a QoS class, the route discovery

will fail if there is no feasible QoS route available at that moment to accom-

modate. An admission control policy for ad hoc networks should answer

questions such as whether the requesting node could negotiate with the desti-

nation for a ‘‘lower QoS;’’ if such negotiations are allowed, then the policy will

also specify how many, how often, and for how many different ‘‘values.’’ The

default option, as considered in [3], could be to switch to ‘‘best effort’’ service

only. More complex options will necessitate addressing issues such as whether

to pre-engineer for alternate QoS options, or use adaptive negotiations.

A robust admission control policy will take into account the effect of addi-

tional control traffic on the QoS capacity of the network.

I have mentioned earlier the option of assigning control packets with pre-

emptive priorities over other ‘‘data’’ packets as part of strengthening the QoS

support. One may reasonably expect that all packet exchanges will not be

treated with equal priority in a QoS network. Likewise, different levels of QoS

may include different priorities for different flows. The routing protocol must

find a route with the requested QoS for a higher priority against all other flows

with lesser priority, even if they are allocated identical QoS parameters in all

other respects. In heavy traffic situations, guaranteeing QoS for lesser priority

traffic may be difficult or even impossible. In such cases, the admission control

policy needs to address whether the QoS guarantee for flows could be pre-

served, and what actions to take in case they are not. The development of QoS

routing with admission control policies, algorithms, and protocols, with or
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without control packet priorities or multiple levels of priorities for user data, is

an area for further research.

I have repeatedly noted that all the policies, protocols, and algorithms in an

ad hoc network with QoS support must be QoS-preserving. How badly do the

rapid topology changes militate against the QoS guarantees? Let �c and Tu

denote the interval between two consecutive topology change events and the

time it takes to detect the change, complete the calculation, and propagate the

topology updates resulting from the last topology change, respectively, to all

pertinent nodes.3 Recall that an ad hoc network is combinatorially stable only

if Tu<�c. If the computed feasible route ceases to exist during the correspond-

ing topology update, the QoS guarantee becomes meaningless. Maintaining

bounds on delay jitter may also become impractical even in a combinatorially

stable network if �c remains ‘‘close’’ to Tu. It may be necessary to investigate

more rigorous criteria for different degrees of combinatorial stability and

for different QoS constraints. Since combinatorial stability is governed by

random processes arising from random changes in the topology and link

traffic intensity, making the network QoS-robust for a particular flow and

its associated QoS constraints is clearly impossible as a deterministic objective

for an arbitrary ad hoc network. This is why no QoS routing algorithm offers

hard QoS guarantees now, nor are they likely to in the future. Any such

guarantee could at best only be statistical in nature, where QoS robustness is

specified as a probability bound for QoS violation during a topology update,

the duration of which does not exceed a fixed upper bound. This is why any

performance study of ad hoc networks with QoS support is meaningful only for

combinatorially stable networks. This is also why one assumes that the con-

nectivity between a node and the rest of the network is never lost because of low

battery power, or because a mobile node has wandered far enough away. The

smaller the value of Tu, the smaller is the probability of QoS violation, assum-

ing that resources remain available for use whenever necessary. Redundant

routing, as mentioned earlier, clearly could help accomplish both. It is obvious

that QoS is a realistic goal to pursue for static ad hoc networks, e.g., a class-

room setting. It is equally obvious that considerable additional work is neces-

sary to understand better both the specific conditions and extents under which

various QoS objectives could be satisfied for the dynamic ad hoc networks in

the real world. In this latter context, the use of admission control, multiple

classes of service with possibly different priorities, pre-emptive priority of

control messages, and segregation of dedicated resources for QoS-robust ad

hoc networking offer promising areas of investigation.

3 In practice, these are random variables.
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6.5 Conclusion and further reading

I have attempted a terse introduction to the new, but rapidly growing, area of

research on guaranteeing QoS in ad hoc mobile wireless networks. The issues

are challenging, many of the underlying algorithmic problems are currently

perceived as generally intractable (NP-complete), and opportunities exist for

creating more effective heuristics. The issues are complicated by the lack of

sufficiently accurate knowledge, both instantaneous and predictive, of the

states of the network, e.g., the quality of the radio links, and availability of

routers and their resources. The successful QoS routing includes the necessary

knowledge of the network state, and algorithms for feasible route selection and

resource reservation. Location-based routing, including predictive QoS rout-

ing, is now an active area of research. Clearly, QoS is a realistic goal to pursue

for static ad hoc networks, e.g., a classroom setting. It is equally clear that

considerable additional work is necessary to understand better both the spe-

cific conditions and extents under which various QoS objectives could be

satisfied for dynamic ad hoc networks in the real world. Indeed, guaranteeing

QoS in such a networkmay be impossible if the nodes are toomobile. Even the

size of the ad hoc network becomes an issue beyond a certain level, because of

the increased computational load and difficulties in propagating network

updates within the given time bounds. Minimization of power consumption

and QoS support do not appear to be mutually consistent objectives at the

current ‘‘state of the art.’’ Will the network have to be treated, as some have

already suggested [16], as some form of a hierarchically ordered collection of

subnetworks where, at each level, the pertinent size is not an issue? Is such an

ordering always possible? The challenges increase even more for those ad hoc

networks that, like their conventional wireless counterparts, support both

best-effort services and those with QoS guarantees, allow different classes of

service, and are required to inter-work with other wireless and wire-line net-

works, both connection oriented and connectionless. Algorithms, policies, and

protocols for coordinated admission control, resource reservation, and rout-

ing for QoS under such models are only beginning to receive attention. In the

latter context, the use of pre-emptive priority of control messages, class of

service mechanisms, and segregation of dedicated resources for QoS-robust ad

hoc networking offers promising areas of investigation. The general issue of

QoS-robustness is yet uncharted territory. The same is also true for accom-

modating traffic with multiple priorities, including pre-emptive priorities.

Secure QoS routing introduces an entirely new dimension to the existing

challenges; I have not addressed this issue. It is obvious that any sufficiently

sustained denial-of-service attack, depending on the amount of resources it
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will cause the network to waste, will destroy QoS routing, and even worse,

cause an ad hoc network to become combinatorially unstable. While secure

routing is now an active area of research, QoS issues are yet to be addressed

explicitly in this connection. Little has appeared so far [3] on the preservation

of QoS guarantees under various failure conditions in ad hoc networks as a

specific area of study. The development of suitable overload handling policies,

algorithms, and protocols for preserving QoS in a mobile ad hoc network is

also an open area. Performance and scalability studies of ad hoc networks with

QoS constraints remain an open area of research, although important results

are now appearing in this area for general routing issues associated with such

networks. The indispensable issues of performance and scalability remain open

for all secure routing protocols. Comprehensive performance studies are a pre-

requisite to making secure QoS useful for mobile ad hoc networks. Since none

exists at all, the goals for simultaneously meeting security and QoS objectives for

mobile ad hoc networks offer exceptionally challenging research opportunities.

Support of multicast services, such as video conferencing, is one of the

principal attractions for ad hoc networks. I have not even mentioned the

manifold complex issues of adding QoS support to multicasting in mobile ad

hoc networks.

Much work remains to be done on cost-effective implementation issues

to bring the promise of ad hoc networks within the reach of the public.

References [18 and 19] have some additional information on this topic.
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7

Secure routing

In an ad hoc network, each node is expected to forward the packets of its

immediate neighbor to a node closer to destination. Without cooperation of

the nodes in the neighborhood, a packet cannotmake its journey froma source to

destination. If the neighboring nodes are selfish or compromised, then the correct

forwarding of the packets through them may not be possible. Compromised

nodes often subvert the underlying routing protocol in such a way that a packet

gets forwarded to an arbitrary destination, where packets may be subjected to

content modification, identity tampering, or simply dropped. This chapter exam-

ines the problem of securing the routing protocols of ad hoc networks.

7.1 Security aware routing

The desirable properties of a secure route, which are timeliness, ordering,

authentication, authorization, data integrity, confidentiality, and non-

repudiation are summarized in Table 7.1. The table also indicates the well

known techniques that are often employed in practice in achieving these

properties in a routing protocol. For example, time stamps are used to ensure

timeliness and sequence numbers are used in packet headers to ensure ordering

of the routing messages.

The route discovery process is an integral part of a routing protocol, which

finds paths between a source–destination pair.When a route discovery process

is initiated to find a path that satisfies certain specific criteria such as QoS

constraints and if such a route is indeed found, then such a routing protocol is

known as a QoS-aware routing protocol [1]. Similar ideas have been devel-

oped in the context of security. For example, a routing protocol that discovers

a path satisfying a minimum set of security constraints can be called a security-

aware routing protocol. Indeed, such a security-aware routing (SAR) protocol

has been proposed for ad hoc networks in [2]; this computes secure routes

129



meeting some quantitative goals. The motivation for the SAR protocol stems

from the recognition of facts that in certain applications, such as military,

finding a route with specific security attributes or trust levels is more relevant

than finding the shortest route between the two end points. An example of

such a network is shown in Fig. 7.1.

Figure 7.1 illustrates a battlefield scenario in which civilians, marines, and

the commanders are participating. In this network, two commanders have a

secure path to themselves. Over some period of time, commanders perceive

that some civilians that are part of the mission are defected or have become

compromised and, as a result, decide to discover another route that consists

of soldiers only. It turns out that the route through the soldiers may be more

secure but it may not be the shortest path. A discovered path that is passing

Table 7.1 Security aware ad hoc routing properties

Property Techniques

Timeliness Time stamp
Ordering Sequence number
Authenticity Password, certificate
Authorization Credential
Integrity Digest, digital signature
Confidentiality Encryption
Non-repudiation Chaining of digital signatures

MarineCommander Civilian

Figure 7.1 Security-aware routing
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through the soldiers is called a security-aware route. Using security-aware

routing, the commanders can find alternate routes around the compromised

nodes that are more secure. By modifying the route discovery procedure of an

ad hoc routing protocol, such paths could be discovered. If the route discovery

fails to find such a path, then either security requirements need to be relaxed so

that a new path search could be initiated or a decision is made to postpone the

planned communication for a certain period of time. The following para-

graphs take a closer look at SAR, albeit briefly.

7.1.1 Security-aware routing

The SAR protocol uses an AODV routing protocol for experimentation with

secure routing. But the ideas are equally applicable to any other on demand ad

hoc routing protocol such as DSR. Since this book has not described any

routing protocol, a brief operational description of AODV is justified, and is

given below. Reference [1] is an excellent source for ad hoc routing protocols.

In AODV, when a node intends to communicate with a destination node, it

broadcasts a route-request message (RREQ) to its neighbors, and its neighbors

propagate the message to their neighbors: as a result the RREQ ultimately

reaches the destination. While moving closer to the destination, if the RREQ

message finds a node that has a path to the destination, then this node creates a

route-reply message (RREP) and sends it to the source node by using the path

that the RREQ message used. This forwarding process is called reverse path

forwarding. The RREQmessage creates this path by inserting the identities of

all the nodes that it encounters while traversing towards the destination.

In the security-aware routing protocol, the security metric is embedded in

the RREQ packet. Upon receiving anRREQ packet, the node verifies whether

it has the ability to provide the required security. If it does, the packet is

forwarded to the next hop, otherwise the RREQ packet is dropped. Upon

finding a path that has a desired security, the destination node or any other

intermediate node creates an RREP packet and sends it to the source.

The discovered paths in SAR are differentiated in terms of the quality of

securitymetrics. Two quality of security metrics are identified in SAR that deal

with (a) the trust levels or hierarchy and (b) the security capability of a node.

These metrics are discussed below.

(1) Trust hierarchy Security-aware routing supports a hierarchy of trust levels among

the routes that are available using the route discovery process. In a hierarchical

system, data packets of an equal or higher trust level can flow through a path of a

certain trust level.
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(2) Security capabilitiesThe second quality of securitymetric deals with the abilities of

a node in handling security-related functions such as encryption, decryption,

verification of digital signatures, etc. The route discovery process in SAR finds

paths through nodes that have desired capabilities necessary for a specific trust

level. In SAR, the trust level and security capabilities of a node are not subject to

change. Because of this constraint, a node is not able to change its own trust level

or that of an RREQ message that it forwards.

7.1.2 Operation of security-aware routing

Security-aware routing advocates modifying the AODV protocol, particularly

the RREQ and RREP messages, while preserving most of the essential char-

acteristics of AODV. The AODV protocol incorporating these changes has

been called an SAODV (security-aware AODV protocol). The proposed mod-

ifications to RREQ and RREP are discussed below.

(1) SAR-RREQ SAODV adds three new fields to the original AODV to make it

secure. These are:

(i) The first field, RQ_SEC_REQUIREMENT, specifies the security required

by the sender for the route that he or she is seeking. The field can be simple

integer values reflecting the needs of the application. For example, the

integers 1, 2, and 3 can denote different trust levels.

(ii) The second new field is called REQ_SEC_QOP_VECTOR and contains the

security capabilities that are required of nodes in the discovered path.

(iii) The third field, RQ_SEC_GUARANTEE, deals with the minimum security

discovered by the RREQ among all paths. This field can also be represented

using an integer and will represent the minimum of the security levels of the

participating nodes. This information is copied into RREP by the destination

and returned to the sender.

(2) SAR-RREP There is only one change proposed to RREP in SAR and that is

copying the RQ_SEC_GUARANTEE field of RREQ to RREP, which allows the

sender to know the available security over the entire path. Security-aware routing

also recommends copying this field in the routing tables of the nodes on the path.

7.1.3 Route discovery in SAODV

With the proposed changes to RREP and RREQ the route discovery opera-

tion gets slightly modified over a conventional AODV. The modified route

discovery process works as follows:

(1) The source node sets the RQ_SEC_REQUIREMENT field to the desired level. It

also sets the appropriate bits in the RQ_SEC_QOP_VECTOR, which defines the

expected security capabilities of the nodes in the route.
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(2) The sender broadcasts the RREQ packet.

(3) Upon receiving the broadcast packet, the node checks to see whether it can satisfy

the security requirements stipulated in the packet.

(4) If it can, then it performs the first test on the security level and the second test on

the QoP bit.

(5) The RREQ packet is forwarded to the neighbors and fields are updated.

(6) If an intermediate node cannot satisfy the security requirements, the packet is

dropped.

(7) In the event that some nodes get captured or compromised, SAODV tries to get

the cooperation of nodes by encrypting the RREQ headers or by adding digital

signatures and distributing keys to nodes that are at the same trust level. If a node

with a set of keys and credentials is compromised, the adversary can assume the

identity of the compromised node but cannot do more harm than the compro-

mised node was originally allowed to do.

(8) If the RREQmessage arrives at the destination, it signals the presence of a desired

path between a sender and the intended receiver. The destination sends an RREP

back to the sender including the information about the maximum security that

could be achieved over this route.

The reference [2] includes performance evaluation results for SAR under

different security scenarios. Interested readers should consult it for additional

details.

7.2 Secure distance-vector routing protocols

The ad hoc on-demand distance-vector (AODV) routing protocol is a unicast,

reactive routing protocol for mobile nodes in ad hoc networks [3]. It enables

multi-hop routing and the nodes in the network maintain the topology dyna-

mically only when there is traffic. The basic AODV does not specify any

security mechanisms in its operation as a result; it is insecure. An approach

to secure distance vector routing protocol for the Internet, which is a distrib-

uted, asynchronous routing protocol, is described in [4]. While the ideas

presented in the paper are related to the Internet, they are equally applicable

to the ad hoc routing protocols if they use distance vectors, such as AODV.

The following paragraphs present the key ideas from the paper.

An intruder, in general, has the capability to fabricate, replay, monitor,

modify, or delete any of the traffic flowing in its vicinity. From the routing

perspective, the following types of intruders are of significance.

Masquerading A node is called masquerading when an intruder forges the identity

of a legitimate node. Internet-protocol spoofing is one of the means of acquiring

an authorized identity.
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SubvertedAnode becomes subverted when a legitimate node is forced to violate the

routing protocol in operation.

Unauthorized A node becomes unauthorized when a node that has not been

assigned the role of a router acts as a router and participates in the route

computation process.

Subverted links This scenario occurs when an intruder gains access to the wireless

link and then manipulates the information flowing through it.

A strategically placed intruder in any of the roles discussed above can create

several vulnerabilities for the network, such as compromising the network,

disrupting the routing, creating denial-of-service attacks and subverting the

routing messages that are exchanged by the nodes, etc. In a routing protocol,

there are two types of message that are exchanged among the nodes including

the source and the destination.

(1) Messages that are forwarded to the neighboring nodes; these are routing

messages;

(2) Messages that are routing updates and need to be forwarded to other remote

nodes, including the neighbors.

The countermeasures that are proposed for these two types of communica-

tion to make them secure require certain modifications to the routing protocol

messages, as shown in Fig. 7.2. The suggested changes are the inclusion of

Sequence number
digital signature

Update

Header

Predecessor
sequence number
destination link cost
digital signature information

Updates

Message 

Update entry

Figure 7.2 Proposed routing message changes in securing distance-vector
protocols
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the sequence number and the digital signature in the header part of a routing

message. Similarly, changes to update messages consist of inclusion of pre-

decessor node identity, sequence number, and the digital signature.

This routing protocol performs route computation on a per-destination

basis, and it maintains information about the second-to-last network with

distance information from each neighbor to every destination in the network.

To ensure the authenticity and integrity of the information, the originating

note digitally signs the unchanging fields of each update it generates. An IP

address of the originating node is added to each update to allow receiving

nodes to validate the signature. The update provides protection against the

compromised nodes that have the cryptographic keys.

In the following, the proposed countermeasures are briefly described.

(1) Routing message protection The routing message digital signature and sequence

numbers provide authentication and integrity services to routing messages, which

is the first type of communication. As a rule, a sequence number is included in each

routing message. This number is initialized to zero in the beginning and it is

incremented with each message that is sent by the source node. When a message

is skipped or a duplicate is received, as detected by the sequence number, the

session is reset. The sender signs each message using its digital signature, which

provides authentication and the message integrity to some extent. The message is

dropped if it is corrupted.

(2) Routing update protection The routing updates are sent by a node to other remote

nodes when the originating node sends such an update for a specific destination.

The three countermeasures proposed for protecting routing updates are:

(i) Add sequence number to updates This is needed to protect against the replay

of old routing information. The new sequence information is generated

for each route but the updates to this route have the same sequence number

or time stamp for all of them. The updates received by a remote node for a

given destination are considered valid if their sequence information is greater

than or equal to the current sequence information. An invalid update is

dropped.

(ii) Add predecessor information to updates A typical distance-vector routing

update message consists of one or multiple entries each specifying a destina-

tion and a distance to the destination. A node receiving the update message

has to verify the validity and the authenticity of distance to a destination. By

including the predecessor information in the update message, it is possible to

verify the validity and the integrity of the entire path iteratively by going back

to the predecessor of each node on the entire path.

(iii) Digitally sign updates To provide authenticity and integrity to the routing

information, the originating node digitally signs the fields which do not

change, e.g. destination, predecessor, and sequence information fields. The
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distance field of the update changes by hop, so it is not signed by the node. To

allow the receiving nodes to update the signature, an IP address of the

originating node is added to each update. The signatures are used to validate

a candidate path to a destination before that path is selected for use.

For additional details, such as evaluation of the effectiveness of the counter-

measures and cost analysis, the reader should refer to [4].

7.3 Mitigating routing misbehavior

SergioMarti et al. discussed two techniques that improve throughput of an ad

hoc network in the presence of compromised nodes that agree to forward

packets but fail to do so [5]. A node may misbehave because it is overloaded,

selfish, malicious, or broken. An overloaded node lacks the CPU cycles, buffer

space, or available network bandwidth to forward packets. A selfish node is

unwilling to spend battery life, CPU cycles, or available network bandwidth

to forward packets not of direct interest to it, even though it expects others to

forward packets on its behalf. A malicious node could launch a denial of

service attack by dropping packets. A broken node might have a software

fault that prevents it from forwarding packets.

To mitigate the decrease in the throughput due to these nodes, the authors

use a watchdog that identifies misbehaving nodes and a pathrater that helps

routing protocols to avoid these nodes. When a node forwards a packet, the

node’s watchdog verifies that the next node in the path also forwards the

packet. The watchdog does this by listening promiscuously to the next

node’s transmissions. If the next node does not forward the packet, then it is

flagged as misbehaving by the ‘‘watchdog.’’ The pathrater, run by each node in

the network, combines knowledge of misbehaving nodes with link reliability

data to pick the route most likely to be reliable. Each node maintains a rating

for every other node in the network it knows about. It calculates a path metric

by averaging the node ratings in the path.

The watchdog operation is illustrated in Fig. 7.3. Suppose there exists a path

from node S to D through intermediate nodes A, B, and C. Node A cannot

transmit all the way to node C, but it can listen in on node B’s traffic. Thus,

whenA transmits a packet for B to forward to C, A can often tell if B transmits

the packet. If encryption is not performed separately for each link, which can

be expensive, then A can also tell if B has tampered with the payload or the

header.

Every time a node fails to forward the packet, the watchdog increments the

failure tally. If the tally exceeds a certain threshold bandwidth, it determines
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that the node is misbehaving. The watchdog technique has advantages and

weaknesses. The routing protocol with the watchdog has the advantage that it

can detect misbehavior at the forwarding level and not just the link level. The

watchdog’s weaknesses are that it might not detect a misbehaving node in the

presence of the following:

(1) Ambiguous collisions: prevents A from overhearing the transmission from B, as

shown in Fig. 7.4;

(2) Receiver collisions: node A can only tell whether B has sent packet, but it cannot

tell if C received it or not, as shown in Fig. 7.5;

(3) Limited transmission power: a misbehaving node could limit its transmission

power such that the signal is strong enough to be overheard by the previous

node but too weak to be received by the true recipient;

(4) False misbehavior: this occurs when one node falsely reports other nodes as

misbehaving;

(5) Partial dropping: a node can circumvent the watchdog by dropping packets at a

lower rate than the watchdog’s configured minimum misbehaving threshold.

7.4 Secure packet forwarding – the currency concept

The availability of a service in an ad hoc network is strongly dependent on

the packet forwarding behavior of intermediate nodes towards the destination.

In other words, nodes have to cooperate with each other and refrain from

being selfish. As an incentive for cooperation, Buttyan and Hubaux [6] have

S DBA C

Figure 7.3 Watchdog operation
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Figure 7.4 Node A does not hear B forward packet 1 to C, because B’s
transmission collides at A with packet 2 from source S

S

2 1 1

A B C D

Figure 7.5 Node A believes that B has forwarded packet 1 on to C, though C
never received the packet, owing to a collision with packet 2
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developed a node reward concept using a notion of virtual currency called

nuggets. Please recall that the availability of a service is one of the desired

attributes of secure systems.

One approach to developing cooperative behavior among the nodes is based

on using the concept of currency. The idea is that the nodes that use a service

should pay for it and the nodes that provide the service should be remunerated.

Each node is assumed to have a specified amount of nuggets. Since currency

is at the heart of any communication, nodes are motivated on the one hand

to preserve currency by not sending redundant messages and on the other to

help other nodes in forwarding their packets so that they earn additional

nuggets.

Two approaches to packet forwarding that use nuggets are identified in [2].

These are called the packet purse model (PPM) and the packet trade model

(PTM). The packet purse model allows the source node to pay for the packet

forwarding service. The forwarding fees are distributed among the nodes to the

destination as follows:

(1) When forwarding a packet, the source node puts in enough nuggets as part of the

packet, so that it reaches the destination;

(2) Each forwarding node takes one or more nuggets, depending upon the service

provided from the packet, to increase its own total of nuggets;

(3) If a packet runs out of nuggets prior to reaching the destination, it is discarded.

As you may have noticed, the basic problem with this model is that it might be

difficult to estimate a priori the total number of nuggets needed to reach the

destination. If the estimate is lower than necessary, then the packet gets

dropped prior to reaching its destination and the investment gets wasted. On

the other hand, if the estimate is higher than that required, then the packet

makes it to the destination but loses all the unused nuggets.

The working of the PPM model is shown in Fig. 7.6. The figure shows that

there are five nodes and each of them has seven nuggets, shown on their left.
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(1) Let us assume that A wants to send a packet to node D.

(2) To get started, A loads five nuggets in the packet and sends the packet to B. So A

has two nuggets left.

(3) B takes out one nugget as a reward for forwarding and sends the packet to C with

four remaining nuggets. The number of nuggets for B increases by one to become

eight.

(4) NowC forwards the packet toD by removing two nuggets: as a result the packet is

sent with two nuggets. C’s nuggets increase to nine.

In the packet trade model (PTM), the packet does not carry nuggets. The

intermediate node buys the packet for a certain amount of nuggets from the

previous node and sells it to the next intermediate node for more nuggets (a

higher price). A node that is providing a service increases its currency as the

packet moves towards the destination. Ultimately it is the destination that

buys it from its predecessor node for a price and sees its account of nuggets

diminished. The working of this model is illustrated in Fig. 7.7.

Let us assume that in the beginning every node had seven nuggets.

(1) Let us assume that A wants to send the packet to D, as in the previous case.

A sends the packet to B for free.

(2) Upon receiving the packet, B sells the packet to C for one nugget. As a result B has

one additional nugget and its total is eight, whereas C has one less nugget.

(3) Now C sells the packet to D for two nuggets. So now C has a total of eight nuggets

and D has only five nuggets left.

This approach has one advantage: that the source node need not know

the number of nuggets required to deliver the packet. A disadvantage of

this approach is that nodes may be at liberty to flood the network. As a

result some nodes may run out of currency if other nodes do not buy packets

from them.

To ensure that both models work properly, certain rules need to be imposed

on the nodes for eachmodel. For example, the nodes of the packet pursemodel

must ensure that:
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(1) Nodes should not attempt nugget forgery;

(2) The originator of a packet should be denied the re-use of the nuggets that it loaded

in the packet purse;

(3) A forwarding node should be prevented from taking more nuggets out of the

packet than it deserves for the packet forwarding;

(4) Each intermediate node should be forced actually to forward the packet after

having taken the nuggets out of it;

(5) The integrity of the packet purse should be protected during transit;

(6) The replay of a packet purse should be detected;

(7) The packet purse should not be detached from the original packet and attached to

another packet and re-used. This must be impossible.

Similarly the nodes of the packet trade model should ensure that:

(1) Nodes should be prevented from re-using the nuggets already spent;

(2) A node should receive the nuggets from the next hop node only if the next hop has

received the packet;

(3) An intermediate node should not be allowed to sell the same packet to other next-

hop neighbors.

The solutions to the above-mentioned issues need to be efficient and compu-

tationally inexpensive to keep the overall cost of packet forwarding using the

currency concept low, as compared with the overall application. The success of

the currency concept relies on the availability of several features and assump-

tions which are listed below.

(1) Each node should have a tamper-resistant security module to secure crypto-

graphic parameters and keys;

(2) The availability of a public key infrastructure that security modules can use for

authentication and establishing secure communication links;

(3) Authentication and secure communication relies on using the public key crypto-

graphy afforded by the infrastructure;

(4) The network topology is changing slowly;

(5) Nodes are equipped with omnidirectional antennas so that each message trans-

mitted by a node is heard by all its neighbors;

(6) The neighbor relationship is symmetric and the communication between the two

neighbors is secure and reliable;

(7) Mechanisms are in place in nodes to determine the number of nuggets needed in

transporting a packet from the source to a destination as well as howmuch a node

needs to charge for forwarding, buying, or selling a packet;

(8) The network is self-organized and operates without the intervention of any

operators;

(9) The nodes are greedy.
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The applicability of the currency-concept-based scheme, which targets wide-

area MANET, is limited by the assumption of an on-line certification author-

ity in theMANET context. Also, the practicality of the scheme is limited by its

assumptions, e.g., the computational overhead for hop-by-hop public key

cryptography for each transmitted packet can be very high, and the imple-

mentation of physically tamper-resistant modules is not trivial.

7.5 Secure route discovery (SRP) and secure message

transmission (SMT) protocols

As discussed earlier, the transfer of data between a source and a destination

in an ad hoc network has been divided into two parts: (1) the route discovery,

(2) the data transmission over the discovered paths. Most ad hoc routing proto-

cols follow this model. From the security perspective, both the phases require

security enhancements to the basic routing protocol, which has almost no

security features, as discussed earlier. The first phase is vulnerable to attacks

that involve impersonation of the destination, relay of outdated information,

or malicious routing information, to name a few. Similarly, the second phase is

exposed to tampering, packet dropping, and misdirecting the packets, etc.,

types of attacks. Secure routing protocol (SRP) [7] and secure message

transmission (SMT) [8] are the two protocols developed to secure route

discovery and the data transmission, respectively. Secure message transmis-

sion requires an SRP-like protocol for route discovery, so in the following I

shall discuss SRP first, followed by SMT, albeit briefly.

7.5.1 Secure routing protocol – SRP

The SRP, in essence, provides a secure route discovery process even in the

presence of malicious nodes, which have the ability to disrupt the route

discovery process. For its working, the SRP assumes that the source and the

destination have a shared secret key, which they use to create a secure associa-

tion between themselves. In SRP, intermediate nodes do not require crypto-

graphic validation of data or control traffic passing through them. The

protocol also assumes that the secure association (SA) between the source

and the destination is bidirectional so that incoming and outgoing traffic could

be authenticated; besides these two nodes could authenticate themselves. The

SRP also assumes that nodes are not capable of colluding within one step of

the protocol execution.

In the SRP the source node (S) initiates the route discovery process with a

slightly modified route request packet. The packet makes use of two identifiers,
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namely a query sequence number and a randomquery identifier. The source and

the destination addresses, and the unique query identifiers, are the input along

with the shared secret key to the calculation of the message authentication code

(MAC) [9]. The route request packet also accumulates the identities (IP

addresses) of the traversed intermediate nodes.

Intermediate nodes relay route requests, making it possible that at least one

or more of these requests reach the destination. Intermediate nodes also keep

track of relayed queries, so that a repeat query does not get forwarded; it is

simply dropped. The destination, upon receipt of a route request, creates a

route reply message. The destination calculates the MAC over the contents of

the route reply message and sends the message back to the source by following

the reverse path. The destination is permitted to respond to more than one

packet of the same route request query.

The route discovery procedure in SRP

The source node maintains a variable called a query sequence number Qs [10]

for each destination with which it has succeeded in communicating. The

sequence number allows the destination to distinguish between valid and

outdated route requests. The protocol proposes to employ another variable

called a query identifier Qi, which is primarily used by the intermediate nodes.

The query identifier helps in preventing the dropping of legitimate queries due

to the broadcast malicious queries, as it is computationally expensive to

generate Qi. The Qs and Qi are both placed in the SRP header along with the

MAC and other fields that the routing protocol uses. Fields in the packet

header that get modified when the packet traverses towards the destination are

excluded from the subsequentMAC calculations. The intermediate nodes look

at the last entry (the IP address of its predecessor) in the accumulated route to

the source. In a legitimate query, the last entry will belong to the neighboring

node that forwarded the packet. If this node discovers that the previous node

violated any of the policies or is not the correct node, the query is dropped.

Otherwise the query identifier and the source and destination addresses are

placed in the query table so that the node can discard the duplicate queries.

New route requests are rebroadcasted and intermediate nodes insert their

addresses in the route discovery packet.

The destination examines the integrity and the freshness of the queries from

the nodes it had associations with, and generates route replies for all its

neighbors. The reverse path serves as the source route of the reply packet.

The SRP provides evidence to the source that the request had reached the

destination and the reply had indeed followed the reversed path that was

discovered. While the reply is traversing the reversed route, each intermediate
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node checks the identity of the source node, which needs to be one of its

downstream nodes. If this is not the case, the packet is dropped. Upon receiv-

ing the route reply, the source checks that the route reply is indeed sent by it

and examines the MAC again.

Other details of this protocol, such as route maintenance and priority based

query handing, are available in [10].

7.5.2 Secure message transmission protocol

After the discovery of routes by the SRP, it is the responsibility of the SMT

protocol to transmit the packet over the discovered routes, which may contain

malicious nodes. Secure message transmission [8] has the ability to tolerate the

presence of malicious nodes on the route. It has four key elements:

(1) End-to-end robust feedback mechanism;

(2) Dispersion of the transmitted data;

(3) Simultaneous use of multiple paths;

(4) Network adaptation.

These four elements are discussed below. Like SRP, SMThas a security associa-

tion only between the source and the destination and, also like SRP, SMT does

not require any specific cryptographic operations to be performed on the data in

transit at the intermediate nodes. Secure message transmission advocates use of

multiple paths consisting of different nodes, i.e., an intermediate node can only

be on one path between a source and a destination. An example of multiple

paths is shown in Fig. 7.8. In this network there are three node-disjoint paths.

Source

Path 1

Destination

Path 3

Path 2

Figure 7.8 Multiple paths between source and destination
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The multiple paths between the two end points are known as active path sets

(APSs). The active path sets are discovered by the secure routing protocol (SRP).

A key feature of SMT is that it segments a message to be transmitted into

several pieces and each piece is transmitted through each of the paths. The

idea behind segmenting the message and transmitting it over multiple routes is

related to the algorithm given in [11], which provides security, load balancing,

and fault tolerance to data that are being forwarded. This algorithm demon-

strates that it is possible to reconstruct the original message at the destination

even if some pieces of the message are missing or corrupted. In other words,

the message corruption and the dropping of the packets due to the presence

of malicious nodes on some of the paths or unavailability of one of the paths

due to breakage will have no affect on the data transmission, provided most

of the pieces are received by the receiver. The segmentation and transmission

of a message is shown in Fig. 7.9. Here a message has been segmented into

three pieces: M1, M2, andM3. These three pieces are sent along four different

paths.

Each message piece that is dispersed across the route carries a message

authentication code (MAC) [9] so that the destination can verify its integrity

and the authenticity of its origin. The destination validates the incoming pieces

and acknowledges the successfully received pieces using acknowledgements. In

SMT the process of generation of acknowledgements and their transmission is

Source

Path 1

Destination

Path 3

Path 2

Path 4

M3

M3

M3

M3

M1

M2

M2

M2

M2

M1

M1

M1

Figure 7.9 Four paths between source and destination, carrying message M
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also secure and fault tolerant, which allows the source to get the authentic

feedback from the destination.

In SMT, the source is authorized to update the ratings of the paths. For

each successful or failed transmission, the rating of the corresponding path

is incremented or decremented. Feedback of the destination is taken into

account while adapting the path ratings. A path is discarded if it has failed

or broken.

If a sufficient number of pieces are received at the destination, the desti-

nation starts reconstructing the message. If the message cannot be recon-

structed, because of missing pieces, the destination requests the source for

retransmission. Additional details about this protocol are available in [10]

and [8].

7.6 Summary of security features in routing protocols and further reading

I have discussed the security features and lack thereof in the routing protocols

for wireless ad hoc networks. The routing protocols must be secured from

the viewpoint of authentication, integrity, non-repudiation, and privacy.

These requirements can at least be partially met, for instance, by using

strong encryption mechanisms, digital signatures, nonces, and time stamps.

Moreover, the protection means can be optimized by analyzing potential

redundancies in the routing protocol and applying efficient mechanisms,

such as secret-key cryptography, hashing functions, and MACs. The use of

any secret key method, however, requires a distributed, robust and secure key

management service so that the necessary keys can be generated, distributed,

and applied securely.

This chapter dealt with the problem of securing the route discovery and

data transmission phases of a routing protocol. Some of the well known

secure routing algorithms and the mechanisms they employed to provide

security were discussed. However, I could not include all the algorithms that

have been published. For additional reading, the reader can reference [12],

which proposes a secure version of the ad hoc on demand distance vector

(AODV) routing protocol using public key mechanisms to authenticate the

intermediate and the destination node, and a hash chain to prevent adver-

saries from decreasing the hop count of the routes. Reference [13] proposed a

protocol that secures a dynamic source routing protocol. The security DSR

was developed as a result of the deployment of symmetric-key primitives and

time synchronization to authenticate the nodes of the discovered routes. The

use of public key cryptography is advocated in [14], for an AODV-like

protocol.
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8

Security in WiMax networks

The IEEE has created a new standard, called IEEE 802.16, that deals with

providing broadband wireless access to residential and business customers,

and is popularly known as WiMax [1]. The Worldwide Interoperability for

Microwave Access (WiMax) is a non-profit industry trade organization that is

overseeing the implementation of this standard, which is expected to replace

services like Cable, DSL, and T1 line for last-mile broadband network access.

It can replace these services because it has a target transmission rate that can

exceed 100Mbps. The transmission range for theWiMax devices is stated to be

up to 31 miles, which also far exceeds WiFi’s transmission range of approxi-

mately 100 meters [2, 3]. With such a large transmission range, a single base

station is capable of providing broadband connections to even an entire city.

This chapter, briefly introduces the WiMax standard and then discusses the

security and privacy features of such networks.

8.1 Introduction

TheWiMax standard was designed with the ability to provide quality of service

(QoS); as a result it can support delay-sensitive applications and services. Since it

is connection oriented, it has the ability to perform per-connection QoS, allow-

ing it to operate in both dedicated and best-effort situations.

The WiMax standard was created to meet the growing demand for broad-

band wireless access (BWA). This demand has proven to be challenging for

service providers due to the absence of a global standard. Currently, many

service providers have created proprietary solutions based on a modified

version of 802.11 instead. Unfortunately these are costly solutions, which do

not offer compatibility or flexibility. Some providers have tried to use 802.11

to implement a citywide deployment, despite the fact that it was designed to

connect home or office computers over short distances.
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When current WLAN technologies were examined for outdoor applications, it

became clear that WiFi was not well suited for outdoor BWA applications or to

provide T1 level access to businesses. A technology was needed that could operate

in an outdoor environment and provide T1 level services to support data, voice,

video, wireless backhaul for hotspots, and cellular tower backhaul services. The

IEEE 802.16 standardwas created in response to support these services, andwhile

this standard was being defined a major emphasis was placed on the design of a

physical (PHY) layer that can to support an outdoor environment, and on the

media access control (MAC) layer, to provideQoS for delay sensitive applications.

8.2 Standardization and certification

A group of industry leaders (Intel, AT&T, Samsung, Motorola, Cisco, and

others) have been chartered to promote the adoption of WiMax. Together

they make up the WiMax Forum, which has developed a certification program

for WiMax-enabled devices [2]. The goal of the forum is to define and conduct

interoperability testing and award ‘‘WiMax CertifiedTM’’ labels to vendor sys-

tems that pass these tests. The approach is similar to the one taken by the WiFi

Alliance, which helped bring wireless LANs to the masses [1]. The WiMax

certification process will also consider the European Telecommunications

Standards Institute’s MAN standard (HiperMAN), which will allow WiMax

certified devices towork in both theUS andEurope. TheHiperMANand 802.16

are both being modified in such a way that they share the same physical and

medium access control layers [2].

8.2.1 Frequencies

The initial 802.16 standard specifies operation frequencies between 10GHz

and 66GHz. The advantage of using these high frequencies is that they have

more available bandwidth and less risk of interference. The disadvantage is

that they require line-of-sight (LOS) environments. The 802.16a standard was

adopted to provide operation in the 2GHz to 11GHz frequency band. The use

of these lower frequencies provides the ability to support non-line-of-sight

(NLOS) operation [2].

Initial WiMax deployments are expected to use the 5GHz (license-exempt)

and 2.5GHz (licensed) frequency bands. Bands between 5.25 and 5.28GHz will

be the focus for rural areas with a low population density. For fixed wireless

access, most countries have allocated the bands between 3.4 and 3.6GHz, but

theUSA,Mexico, Brazil, and some SoutheastAsian nations have chosen instead

the bands between 2.5 and 2.7GHz. There are also bands of interest smaller
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than 800MHz, which are currently vacant or used for analog TV, due to their

ability to penetrate obstacles and propagate further.

The WiMax standard will support flexible channel sizes, which will provide

the ability to meet the many different channel size requirements and frequency

bands from around the world. It also defines a dynamic frequency selection

scheme, which helps minimize interference and increase performance.

8.2.2 Modes of operation

The WiMax standard was designed to support both point-to-point (P2P) and

point-to-multipoint (PMP) topologies. While P2P can be used to support

wireless network backbones, PMP is what the standard was mainly designed

for. In a PMP scenario, a base station distributes traffic to many subscriber

stations. To yield a high efficiency, WiMax uses a scheduling method in which

base stations can only transmit in their time slots and don’t contend with one

another. This works quite efficiently because, unlike 802.11 hotspots, which

usually have bursty traffic, stations can aggregate traffic from several compu-

ters, producing a steady flow. The WiMax standard also supports a mesh

mode of operation, allowing service providers to use NLOS operation by

having subscriber stations communicate directly to each other and relay

traffic. Figure 8.1 illustrates the use of mesh mode in WiMax to provide a

NOLS service to residential customers [2].

WiMax’s design allows it to be used in many different operating environ-

ments. The ability to provide last-mile broadband access to consumers was

onemajor consideration during development.With a focus on standardization

and inoperability, WiMax may provide a low-cost solution. Figure 8.1 illus-

trates the possible uses of WiMax, including reliable business access, residen-

tial access, and high-speed connectivity for mobile users.

WiMax’s ability to provide high transfer rates allows it to be used as a

network backbone. Specifically, developers envision using WiMax as a back-

bone for 802.11 hotspots to provide Internet access. In this configuration users

would connect to a nearby 802.11 base station. The base station would then

relay the user’s data to a centralWiMax base station, which is connected to the

Internet. This would provide citywide Internet access without having to run

cables to each 802.11 hotspot.

Another access method would be to allow users to connect directly to the

WiMax base station, allowing citywide Internet access with a single point of

attachment, without the need for any 802.11 base stations. Although possible,

it may not use bandwidth as efficiently as the previous example. This is because

of the scheduling algorithm WiMax uses, which is designed for steady and
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smooth traffic and not for the bursty traffic created by individual users. Also it

is likely that base stations may only have a range of 5 to 6 miles instead of 30,

owing to the increased vulnerability of the links from the user mobility.

Developers also had cellular applications in mind when they designed

WiMax. The first use of WiMax for cellular applications will be a tower

backhaul service. Once the IEEE 802.16e standard is implemented, which is

optimized to support handoffs and roaming at speeds of up to 75mph,WiMax

can be used to connect directly to cell phones and other mobile devices.

Many government agencies see the value of using WiMax for both home-

land security and in emergency situations. Agencies could deploy WiMax

enabled devices to monitor high valued infrastructures and transmit the infor-

mation to a central operations center for processing [4]. Emergency mobile

wireless networks are another important use for the government. During a

disaster, where all communications have been lost, aWiMax network could be

quickly set up. This would allow organizations like FEMA, Red Cross, and

NATO to communicate important information that may be crucial to rescue

operations [5].

No line-of-sight

WiMax radio tower

Mesh connection

Figure 8.1 Overview of WiMax
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8.3 Frame structure

8.3.1 The physical layer

When the 802.16 standard was introduced it had a single carrier (SC) PHY

specification to support LOS operations in the 10–66GHz frequency band.

With the 802.16a amendment to the standard, changes to the PHY were

needed to support the 2–11GHz frequency band. This led to the introduction

of a new single carrier PHY, a 256 point FFT OFDM PHY, and a 2048 point

FFT OFDMA PHY [1]. The 802.16e amendment to the standard provides an

enhanced version of OFDMA, called scalable OFDMA (SOFDMA) [2]. The

SC PHY specification is designed for LOS operation in the 10–66GHz fre-

quency band. Both TDD and FDD configurations are supported to allow for

flexible spectrum usage. The SC PHY is designed for NLOS operation in the

2–11GHz frequency band and is based on SC technology. The OFDM PHY

uses a 256 carrier OFDM and uses TDMA to provide multiple access to

different subscriber stations. The OFDMA PHY uses a 2048 carrier OFDM

design. Multiple access is provided by assigning a subset of the carriers to an

individual subscriber station. The enhancement of the OFDMA PHY,

SOFDMA, uses the values 128, 512, 1024, and 2048 to scale the number of

sub-carriers in a channel [2, 6].

The WiMax Forum decided that the first interoperable tests and certifica-

tions for 802.16 devices would support OFDM. While OFDMA can allocate

spectrummore efficiently and reduce interference, compared with OFDM it is

more complex to install and operate. Therefore, OFDMA is only required for

802.16e certified devices, where it is needed to support mobile customers. The

WiMax Forum has worked with Korean standard WiBro, which uses

SOFDMA, to insure that the two technologies will be interoperable.

Eventually, SOFDMA will be the PHY layer of choice for indoor and mobile

equipment [1, 2].

8.3.2 The MAC layer

In a WiMax environment it can be difficult for subscriber stations to listen to

one another. Therefore the MAC layer was designed to use a flexible frame

structure in which the base station schedules subscriber station transmissions

in advance. This reduces contention because subscriber stations only need to

contend when they access the channel for the first time. The overall effect is

increased efficiency, which allows one base station to serve a large number of

subscriber stations.
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Protocol data units (PDUs) in MAC

Each protocol data unit (PDU), as seen in Fig. 8.2, comprises a generic MAC

header (GMH), a payload, and an optional cyclic redundancy check (CRC).

TheGMHdefines the contents of the payload and starts at themost significant

bit (MSB). The payload consists of zero ormore sub-headers andMAC service

data units (SDUs). The length of the payload may vary. The CRC is optional

in the SC PHY layer but mandatory for SCa, OFDM, and OFDMA PHY

layers [6].

There are two formats defined for the MAC header. The GMH is used for

MAC PDUs that contain MAC management messages or convergence sub-

layer data. The bandwidth request header is used when requesting additional

bandwidth. The two headers are distinguished by the single-bit header type

(HT) field, which is zero for the generic header and one for the bandwidth

request header.

The GMH, shown in Fig. 8.3, is encoded from the HT field on. The GMH is

6 bytes in length and consists of 12 fields. Two of these fields, which are 1 bit in

length each, are reserved for future use. The remaining fields are defined in

Table 8.1.

The type field of the GMH is used to indicate what type of sub-header or

special payload is included in the message. The possible type values and

corresponding meanings are defined in Table 8.2.

The bandwidth request PDU, shown in Fig. 8.4, has no payload and consists

of only the header. It is 6 bytes in length and consists of 8 fields, which
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are defined in Table 8.3. Like the GMH, the bandwidth request header is

encoded from the HT field on.

8.4 Point-to-multipoint (PMP) mode

In PMP mode, several subscriber stations connect to a single base station.

Each subscriber station is uniquely defined by a 48 bit universalMAC address.

It is used during the initial ranging process and during the authentication

process so that the base station and subscriber station can verify each other’s

identities [6].

When a subscriber station first connects to a base station, two pairs of

management connections are created between the subscriber station and the

base station. An optional third pair of management connections may be

created. Each pair consists of one uplink and one downlink connection, identi-

fied by a 16bit connection ID (CID). Short, time-urgent managementmessages

are sent over the basic connection. Longer, delay-tolerant management mes-

sages are sent over the primary management connection. Standards-based

Table 8.1 Generic MAC header fields

Name Length (bits) Description

Cl 1 CRC indicator
1¼CRC is included in the PDU by appending it to the

payload after encryption if any
0¼No CRC is included

CID 16 Connection identifier
EC 1 Encryption control

0¼Payload is not encrypted
1¼Payload is encrypted

EKS 2 Encryption key sequence
The index of the traffic encryption key (TEK) and

initialization vector used to encrypt the payload. This
field is only meaningful if the EC field is set to 1

HCS 8 Header check sequence
An 8 bit field used to detect errors in the header

HT 1 Header type
Should be set to zero

LEN 11 Length
The length in bytes of the MAC PDU including the MAC

header and the CRC if present
Type 6 This field indicates the sub-headers and special payload

types present in the message payload
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messages (i.e., DHCP, TFTP, SNMP) are sent using the secondary manage-

ment connection.

Base stations do not have to coordinate their transmissions with other

stations. They simply divide time into uplink and downlink transmission

periods using TDD. Downlink messages are generally broadcast. A downlink

map (DL-MAP) message can be used to define access to the downlink infor-

mation by defining burst start times to subscriber stations. If a DL-MAP

message does not explicitly indicate a portion of the downlink for a specific
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Figure 8.4 Bandwidth request header

Table 8.2 Type encodings

Type bit Value

5 (MSB) Mesh sub-header
1¼ present
0¼ absent

4 ARQ feedback payload
1¼ present
0¼ absent

3 Extended type
Indicates whether the present packing or fragmentation
sub-headers are extended
1¼ extended
0¼ not extended

2 Fragmentation sub-header
1¼ present
0¼ absent

1 Packing sub-header
1¼ present
0¼ absent

0 (LSB) Downlink: FAST-FEEDBACK allocation sub-header
Uplink: grant management sub-header
1¼ present
0¼ absent

154 Security in WiMax networks



subscriber station, then all subscriber stations capable of listening will listen.

The subscriber stations will check the CIDs of the PDU and keep only the ones

addressed to them.

Uplink transmissions to the base station are shared among subscriber sta-

tions, on a demand basis. Subscriber stations use an uplink map (UL-MAP),

which is obtained from the base station, to determine when it can transmit.

Four different types of uplink scheduling mechanisms are used to control

contention between users and tailor the delay and bandwidth requirements

of each user application. These are implemented using unsolicited bandwidth

grants, polling, and contention procedures. Performance can be optimized by

using different combinations of these bandwidth allocation techniques.

8.5 Mesh

In the mesh mode, subscriber stations can transmit to each other directly,

allowing traffic to be routed through subscriber stations if two nodes cannot

directly communicate. The advantage of the mesh mode is that it can provide

NLOS communication for stations using higher frequency bands. This is

accomplished by marking a node as a mesh base station if it has a direct

connection to backhaul services outside the mesh network. Otherwise, it is

marked as a mesh subscriber station. Traffic can then flow from mesh sub-

scriber stations to mesh base stations, then out of the mesh network and vice

versa [6].

As with the PMP mode, each node is uniquely defined by a 48 bit universal

MAC address. It is used during the network entry process and during the

authentication process where the entry node and the network verify each

Table 8.3 Bandwidth request header fields

Name Length (bits) Description

BR 19 Bandwidth request
The number of bytes of uplink bandwidth requested by the

subscriber station. The bandwidth request is for the CID.
The request shall not include any PHY overhead.

CID 16 Connection identifier
EC 1 Always set to zero
HCS 8 Header check sequence

An 8 bit field used to detect errors in the header
HT 1 Header type¼ 1
Type 3 Indicates the type of bandwidth request header
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other’s identities. Once a node is authorized to the network, it requests a 16 bit

node identifier (node ID) from the mesh base station. This node ID is used to

identify nodes during operation.

A node views other stations in its mesh network in three different ways.

Neighbors are stations to which the node has a direct link, which are consid-

ered to be ‘‘one hop’’ away. A neighborhood consists of all the neighbors of a

node. Finally, an extended neighborhood contains all the neighbors of the

neighborhood in addition to the neighborhood itself.

All communications within a mesh network are in the context of a link.

Eight bit link identifiers (link IDs) are used to address nodes in the local

neighborhood. Each link established between a node and its neighbors is

assigned a link ID. As neighboring nodes establish new links, link IDs are

communicated during the link establishment process. All data transmissions

between two nodes use the same link.

The mesh mode uses two types of scheduling; distributed and centralized. In

distributed scheduling, all the nodes must coordinate their transmissions in

their extended neighborhood. This can be accomplished by having every node

broadcasting its schedule (available resources, requests, and grants) to all their

neighbors. Schedules may also be established by directed uncoordinated

requests and grants between two nodes. Before transmission, a node must

ensure that it will not cause collisions with the transmissions scheduled by any

other node in its extended neighborhood.

In the centralized scheduling, resource request from all the mesh subscriber

stations within a certain hop range are gathered by the mesh base station. The

base station determines the amount of resources it wishes to grant on each link

in the network, and communicates the grants to all the mesh subscriber

stations in the hop range.

8.6 Quality of service

The WiMax standard was designed with QoS in mind to provide low latency

for delay sensitive services and data prioritization. Quality-of-service support

resides within the MAC layers of the base station and the subscriber stations.

The base station contains a packet queue for each downlink connection. It uses

the QoS parameters and the status of the queues to determine which queue to

use for the next SDUs to be sent. The subscriber station has similar queues for

uplink connections [7].

Bandwidth is granted to the subscriber stations from the base stations when it

is needed. Subscriber stations can request bandwidth a few differentways.Using

unsolicited granting, during the setup of an uplink connection, subscriber
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stations request a fixed amount of bandwidth on a periodic basis. Once the

connection is complete the subscriber stations cannot request any more band-

width. The base station can use broadcast polls to determine whether subscriber

stations need bandwidth. An issue arises when two or more stations respond to

the same poll, causing a collision. After collision, nodes follow an exponential

backoff algorithm and wait to respond again. Bandwidth requests can also be

piggy-backed on a PDU sent from the subscriber station.

The base station’s uplink scheduler uses the bandwidth requests to estimate

the remaining backlog at each uplink connection. It uses this knowledge and

the set of QoS parameters to determine future uplink grants. While the

bandwidth requests are per connection, the base station grants uplink capacity

to each subscriber station as a whole. Therefore, the subscriber station also

implements a scheduler within its MAC to allocate its uplink bandwidth

between its connections.

8.7 Security features in WiMax

WiMax security has two goals; one is to provide privacy across the wireless

network and the other is to provide access control to the network. Privacy is

accomplished by encrypting connections between the subscriber station and

the base station. The base station protects against unauthorized access by

enforcing encryption of service flows across the network. A privacy and

key management (PKM) protocol is used by the base station to control

the distribution of keying data to subscriber stations. This allows the subscriber

and base stations to synchronize keying data. Digital-certificate-based subscri-

ber station authentication is included in the PKM to provide access control [6].

8.7.1 Security associations

A security association (SA) is the set of security information a base station and

one or more of its client subscriber stations share in order to support secure

communication across a WiMax network. WiMax uses two different types of

SA, data and authorization [6, 8].

There are three different types of data SA: primary, static, and dynamic.

Primary SAs are established by the subscriber stations during their initializa-

tion process. The base station provides the static SAs. Dynamic SAs are

established and eliminated as needed for service flows. Both static and dynamic

SAs can be shared among multiple subscriber stations [6].

Table 8.4 shows the contents of a data SA. The SAID is used to identify the

data SA uniquely. The encryption cipher defines which method of encryption
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will be used to encrypt data. Initially the IEEE 802.16 standard defined the use

of the data encryption standard (DES) in cipher block chaining (CBC) mode.

Later, in the IEEE 802.16e revision, more modes were defined. Section 3.4 of

this revision covers data encryption in detail.

Traffic encryption keys (TEKs) are used to encrypt data transmissions

between the base stations and subscriber stations. The data SA defines two

TEKs, one for current operations and a second to be used when the current

one expires. Two TEK identifiers are included, one for each key. A TEK

lifetime is also included to indicate when the TEK expires. The default lifetime

is half a day, but it can vary from thirty minutes to seven days.

The data encryption standard in CBCmode requires an initialization vector

to operate. Therefore, one for each TEK is included in the data SA. Both

initialization vectors are 64 bits in length to accommodate the 64 bit block size

used in DES encryption.

The data SA type is also included to indicate whether it is a primary, static,

or dynamic data SA.

Data SAs protect transport connections between one or more subscriber

stations and a base station. Subscriber stations typically have one SA for their

secondary management channel and either one SA for both uplink and down-

link transport connections or separate SAs for uplink and downlink connec-

tions. For multicasting, each group requires an SA to be shared among its

members; therefore the standard lets many connection IDs share a single SA [8].

Authorization SAs are shared between a base station and a subscriber

station. They are used by the base station to configure data SAs for the

subscriber station [8].

Table 8.5 shows the contents of an authorization SA. An X.509 certificate is

included, which allows the base station to identify the subscriber station.

Table 8.4 Contents of data security associations

Data SA

16 bit SA identifier (SAID)
Encryption cipher to protect the data exchanged over the connection
Two traffic encryption keys (TEKs): one for current operation and another for when

the current key expires
Two 2 bit key identifiers, one for each TEK
TEK lifetime. Theminimum value is 30minutes and themaximum value is 7 days. The

default is half a day.
Initialization vector for each TEK
Data SA type indicator (primary, static, dynamic)
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Section 3.2.2 of IEEE 802.16e goes into detail about X.509 certificates and

how they are used.

The 160 bit authorization key (AK) is included to allow the base station and

subscriber station to authenticate each other during TEK exchanges. Section

3.3.2 of IEEE 802.16e describes the TEK exchange process. A 4 bit AK

identifier is used to distinguish among different AKs. An AK lifetime is also

included to indicate when the AK expires. The default lifetime is seven days,

but it can range from one day to seventy days.

Key encryption keys (KEKs) are used to encrypt TEKs during the TEK

exchange process. Two KEKs are required for the encryption process and are

derived from the AK. The KEKs are computed by first concatenating the hex

value 0�53 repeated 64 times and theAK. Then the SHA-1 hash of this value is

computed, which outputs 160 bits. Finally the first 128 bits of the output are

taken and divided into two 64 bit TEKs. These two TEKs are included in the

authorization SA.

Two hashedmessage authentication code (HMAC) keys, one for uplink and

one for downlink, are included to allow for the creation of HMACs during the

TEK exchange process. The uplink key is used to create an HMAC of mes-

sages to be sent, while the downlink key is used to create an HMAC of

messages received, allowing the receiver to authenticate the message. The

uplink key is obtained by concatenating the hex value 0�3A repeated 64

times and the AK, then computing the SHA-1 hash of this value, creating a

160 bit HMAC key. The downlink key is computed in the same fashion but the

hex value 0�5C is concatenated with the AK instead.

A list of authorized data SAs is also included in the authorization SA,

which provides the subscriber station with knowledge of the data SAs it can

request.

Table 8.5 Contents of authorization SAs

Authorization SA

X.509 certificate identifying the subscriber station
160 bit authorization key
4 bit authorization key identifier
Authorization key lifetime. The minimum value is one day and the value maximum is

70 days. The default is seven days.
Key encryption key (KEK) for distributing TEKs
Downlink hash function–base message authentication code (HMAC) key
Uplink HMAC key
List of authorized data SAs
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8.7.2 Authentication

Hashed message authentication code (HMAC)

Hashed message authentication codes are used to provide message authentica-

tion. By using HMACs, the receiver can verify who sent the message. This is

possible because the sender creates an HMAC of the message it wishes to send

using a key known only by the sender and receiver. When the receiver gets the

message, it computes its own HMAC of the message using the same key and

compares the one it computed with the one it received from the sender. If the

HMACs match, then the sender is confirmed.

The HMACs are created as a function of a key and the message. Figure 8.5

illustrates the HMAC creation process. First the hash key, defined in the

authorization SA, is exclusive-ored (XORed) with an ipad, which is the byte

0�36 repeated 20 times to match the size of the hash key. This 160 bit value is

appended to the beginning of the message, which is then hashed. The IEEE

802.16 standard defines the use of SHA-1 to compute the hash.

The hash key is then XORed with an opad, which is the byte 0�5C repeated

20 times to match the size of the hash key. This 160 bit value is appended to the

beginning of the output of the previous hash. These two values are then hashed

to produce the HMAC.

Certificates for X.509

Certificates for X.509 are used to allow the base station to identify subscriber

stations. Table 8.6 describes the required fields, as defined by the IEEE 802.16

standard. While extension data may be included, the standard does not define

any [6, 8].

There are two types of certificates defined: manufacturer certificates and

subscriber station certificates. A manufacturer certificate, which identifies the

manufacturer of the device, can be a self-signed certificate or issued by a third

party. A subscriber station certificate is typically created and signed by the

manufacturer of the station. It is used to identify a subscriber station and

includes the MAC address of the station in the subject field. Base stations can

use the manufacturer certificate to verify the subscriber station’s certificate,

allowing it to determine whether the device is legitimate [8].

8.7.3 Extensible authentication protocol

The IEEE 802.16e standard introduced an alternative to the authentication

scheme based on X.509 certificates. This new scheme is considered to be more

flexible and is based on the extensible authentication protocol (EAP) [8].
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To obtain authentication during link establishment, EAP messages are

encoded directly into management frames. Two additional PKM messages,

PKMEAP request and PKMEAP response, were added to transport EAP data.

Currently, EAP methods to support the security needs of wireless networks

are an active area of research and, therefore, the IEEE 802.16e standard does

not specify a particular EAP based authentication method to be used.

Key ipad

opad

HMAC

Key

S1

S0

Message

SHA-1
hash

SHA-1
hash

H(S1IM)

H(S1IM)

Figure 8.5 Creation of HMAC
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8.7.4 Privacy and key management

Subscriber stations use the PKM protocol to obtain authorization and traffic

keying material form the base station. The PKM protocol can be broken into

two parts. The first handles subscriber station authorization and AK

exchange. The second handles TEK exchange [6].

Authorization and AK exchange

Privacy and key management authorization is used to exchange an AK from

the base station to the subscriber station. Once the subscriber station receives

an initial authorization, it will periodically seek reauthorization. The AK

exchange is accomplished using three messages, illustrated in Fig. 8.6 [6, 8].

The subscriber station initiates the exchange by sending a message contain-

ing the subscriber station manufacturer’s X.509 certificate to the base station.

The message is strictly informative and can be ignored by the base station.

However, base stations can be configured to only allow access to devices from

trusted manufacturers.

The second message is sent from the subscriber station to the base station

immediately after the first message. This message is a request for an AK and a

Table 8.6 Certificate fields for X.509

X.509 certificate
fields Description

Version Indicates the X.509 certificate version
Serial number Unique integer assigned by the issuing CA
Signature Object identifier and optional parameters defining algorithm used

to sign the certificate
Issuer Name of CA that issued the certificate
Validity Period in which certificate is valid
Subject Name of entity whose public key is certified in the subject public

key into field
Subject public

key info
Contains the public key, parameters, and the identifier of the

algorithm used with the key
Issuer’s unique

ID
Optional field to allow re-use of issuer names over time

Subject’s unique
ID

Optional field to allow re-use of subject names over time

Extensions The extension data
Signature

algorithm
Object identifier and optional parameters defining algorithm used

to sign the certificate
Signature value Digital signature of the abstract syntax notation 1 distinguished

encoding rules, encoding the rest of the certificate
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list of SAIDs that identify SAs that the subscriber station is authorized to

participate in. There are three parts to the message: a manufacturer-issued

X.509 certificate, cryptographic algorithms supported by the subscriber sta-

tion, and the SAID of its primary SA.

The base station uses the subscriber station’s certification to determine if it is

authorized. If it is, the base station will respond with the third message. The

base station uses the subscriber station’s public key, obtained from its certifi-

cation, to encrypt the AK using RSA. The encrypted AK is then included in

the message along with the SeqNo, which distinguishes between successive

AKs, the key lifetime, and a list of SAIDs of the static SAs that the subscriber

station is authorized to participate in.

Traffic encryption key exchange

Once the subscriber station has been authorized, it will establish an SA for

each SAID in the list received from the base station. This is accomplished by

initiating a TEK exchange. Once an SA is established, the subscriber station

will periodically refresh keying material. The base station can also force

rekeying if needed. Figure 8.7 illustrates the TEK exchange process [6, 8].

The first message of a TEK exchange is optional and allows the base station

to force rekeying. There are three parts to the message: the SeqNo refers to the

AK used in creating the HMAC, the SAID refers to the SA that is being

rekeyed, and the HMAC allows the subscriber station to authenticate the

message.

The second message is sent by the subscriber station in response to the first

message or if the subscriber station wants to refresh the keying material. There

1

2

3

Subscriber station Base slation

Manufacturer certification

SAIDCapabilitiesSubscriber station certification

RSA encrypted AK SeqNo SAID listLifetime

Figure 8.6 Privacy and key management authorization
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are three parts to the message: the SeqNo refers to the AK used in creating the

HMAC, the SAID refers to either the SAID received in the first message or one

of the SAs from the subscriber station’s authorized SAID list, and the HMAC

allows the base station to authenticate the message.

If the HMAC in the second message is valid, then the base station will send

the third message. As in the first two messages a SeqNo, the SAID, and the

HMAC are included. In addition to these the old TEK and a new TEK are

added. The old TEKmerely reiterates the active SA parameters while the new

TEK is to be used when the active one expires. The base station encrypts both

the old and new TEKs using triple DES in electronic code book (ECB) mode

with the KEK associated with the SA.

Figure 8.8 illustrates the TEK encryption process. Section 8.7.1 described

how the KEK is created. Here KEK 1 is the leftmost 64 bits of the computed

KEK and KEK 2 is the rightmost 64 bits. These two keys are used in the triple

DES encryption, in which the TEK is first encrypted using KEK 1. The output

is then decrypted using KEK 2 and then encrypted using KEK 1. This process

is performed on both the old and new TEKs to produce two encrypted TEKs.

8.7.5 Data encryption

To provide privacy for data being transmitted in WiMax networks, the IEEE

802.16 standard employed the use of DES in CBC mode. Currently DES is

considered to be insecure and has been replaced by the advanced encryption

standard (AES). Therefore the IEEE 802.16e standard defines the use of AES

for use in encryption [8].

SeqNo

Subscriber station Base station

SAID HMAC(1)

SeqNo
2

1

3

SAID

SeqNo SAID Old TEK New TEK HMAC(3)

HMAC(2)

Figure 8.7 Privacy and key management traffic encryption key exchange
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The data encryption standard

Using the DES in CBC mode, the payload field of the MAC PDU is encryp-

ted but the GMH and CRC are not. Figure 8.9 illustrates the encryption

process.

The CBC mode requires an initialization vector (IV), which is computed by

taking the XOR of the IV parameter in the SA and the content of the PHY

synchronization field. The DES encryption process uses the IV and the TEK

from the SA of the connection to encrypt the payload of the PDU. This

ciphertext payload then replaces the original plaintext payload. The EC bit

in the GMHwill be set to 1 to indicate an encrypted payload and the EKS bits

will be set to indicate that the TEK was used to encrypt the payload. If the

CRC is included, it will be updated for the new ciphertext payload [6].

Advanced encryption standard

The IEEE 802.16e standard added the use of AES to provide stronger encryp-

tion of data. It defines the use of AES in four modes: CBC, counter encryption

(CTR), CTR with CBC message authentication code (CCM), and ECB. The

CTR mode is considered better than the CBC mode due to its ability to

perform parallel processing of data and preprocessing of encryption blocks

and the fact that it is simpler to implement. The CCMmode adds the ability to

determine the authenticity of an encrypted message to CTR mode. The ECB

mode is used to encrypt TEKs.

TEK

DES-ECB
encryption

DES-ECB
encryption

encrypted TEK

KEK 1

KEK 2

KEK 1

DES-ECB
decryption

Figure 8.8 Traffic encryption key encryption process
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The AES in CCM mode AES-CCM requires that the transmitter construct a

unique nonce, which is a per-packet encryption randomizer. The IEEE 802.16e

standard defines a 13 byte nonce, as show in Fig. 8.10. Bytes 0–4 are con-

structed from the first five bytes of theGMH.Bytes 5–8 are reserved and are all

set to 0. Bytes 9–12 are set to the packet number (PN). The PN is associated

with an SA and set to 1 when the SA is established and when a new TEK is

installed. Since the nonce is dependant on the GMH, modifications to the

GMH can be detected by the receiver [8, 9].

First 5 bytes of GMH 0 × 00000000 Packet number

0 4 5 8 9 12

Figure 8.10 The CCM nonce

Plaintext payload

Plaintext payload

DES-CBC
encryption

Ciphertext payload

Ciphertext payload CRC
(optional)

CRC updated for  new payload
EC bit set
EKS bits indicate TEK used

CRC
(optional)GMH

GMH

IV from SA

PHY sync
field

TEK from SA

Figure 8.9 Encryption using DES-CBC

166 Security in WiMax networks



To create amessage authentication code, AES-CCMuses a variation of CBC

mode. Instead of using an IV, an initial CBC block is appended to the begin-

ning of the message before it is encrypted. As seen in Fig. 8.11, the initial CBC

block consists of a flag, the packet nonce, and the length of the payload.

To encrypt the payload and the message authentication code, AES-CCM

uses the CTR mode. With this mode, n counter blocks are created, where n is

the number of blocks needed to match the size of the message plus one block

for the message authentication code (AES uses 128 bit block sizes). The first

block is used for encrypting the message authentication code and the remain-

ing blocks are used to encrypt the payload. As seen in Fig. 8.12, the counter

block consists of a flag, the packet nonce, and the block number i, where i goes

from 0 to n.

The message authentication code is created by encrypting the initial CBC

block and plaintext payload. Figure 8.13 illustrates themessage authentication

code creation and subsequent encryption of the message authentication code.

The first step in creating the message authentication code is to extract the

plaintext payload from the PDU and append the initial CBC block to the

beginning of it. This is then encrypted using AES in CBC mode with the TEK

from the SA of the connection. The last 128 bits (size of one AES block) of the

encrypted output is selected to represent the message authentication code.

The sender will perform this process and then encrypt the message authen-

tication code with the message. The receiver will decrypt the message and

message authentication code and then perform the same process on the mes-

sage. The receiver will then compare themessage authentication code it created

with the one received. If they are the same, the message is authenticated, if not

the message is discarded.

Encryption of the message authentication code is accomplished by encrypt-

ing counter block 0 using AES in CTRmode with the TEK from the SA of the

Flag (0 × 19) Nonce Length of payload

0 1 13 14 15

Figure 8.11 The CCM CBC block

Flag (0 × 1) Nonce Counter (i)

0 1 13 14 15

Figure 8.12 The CCM counter block
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connection. This encrypted block is then XORed with the message authentica-

tion code to produce the encrypted version.

Payload encryption is accomplished by first encrypting counter blocks 1

through n with AES in CTR mode using the same TEK used to encrypt the

message authentication code. The plaintext payload is then extracted from

the PDU and XORed with the encrypted counter blocks. This produces the

ciphertext payload, as show in Fig. 8.14.

The PN is then appended before the ciphertext payload and the message

authentication code is appended after the ciphertext payload. This set of data

then replaces the plaintext payload. The EC bit in the GMH will be set to 1 to

GMH Plaintext payload

Plaintext payload

Plaintext payload

TEK from SA

Counter block 0

Encrypted block

Message authentication code

Encrypted block and plaintext Last 128 bits

Encrypted message
authentication code

AES-CBC
encryption

AES-CTR
encryption

CCM Block B0

CCM block B0

CRC
(optional)

Figure 8.13 The AES-CCMmessage authentication creation and encryption
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indicate an encrypted payload and the EKS bits will be set to indicate the TEK

used to encrypt the payload. If the CRC is included, it will be updated for the

new payload.

8.8 Open issues

In WiMax, security threats apply to both the PHY and MAC layers. Possible

PHY level attacks include jamming of a radio spectrum, causing denial of

service to all stations, and flooding a station with frames to drain its battery.

Currently there are no efficient techniques available to prevent PHY layer

attacks. Therefore, the focus of WiMax security is completely at the MAC

level [8]. In this section, I discuss some of the open security issues in WiMax

networks.

8.8.1 Authorization vulnerabilities

Amajor vulnerability ofWiMax security is the lack of a base station certificate,

which is needed for mutual authentication. Without mutual authentication,

GMH Plaintext payload

Plaintext payload TEK from SA

Ciphertext payload

GMH PN Ciphertext payload

EC bit set
EKS bits indicate TEK used

CRC updated for new payload

Encrypted message
authentication code

Counter blocks 1 ... n

AES-CTR
encryption

CRC
(optional)

CRC
(optional)

Figure 8.14 The AES-CCM payload encryption
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the subscriber stations cannot verify that authorization protocol messages

received are from the base station. This leaves the subscriber station open to

forgery attacks, allowing any rogue base station to send it responses [8].

A solution to issues with WiMax’s authentication and authorization proce-

dures has been proposed. It proposes the wireless key management infrastruc-

ture (WKMI), which is based on the IEEE 802.11i standard. The WKMI is a

key management hierarchy infrastructure that is based on the use of X.509

certificates, allowing subscriber stations and base stations to perform mutual

authentication and key negotiation.

Authorization key generation is another concern with the authorization

protocol. Though the standard assumes a random AK generation, it imposes

no requirements. An additional weakness lies in the fact that the base station

generates the AK, requiring the subscriber station to trust that the base station

always generates a new AK that is cryptographically separated from all other

AKs previously generated. To hold true, the base stations must have a perfect

random number generator. Allowing both the subscriber station and base

station to contribute to the AK generation could solve this issue [8].

8.8.2 Key management

Amajor issue with key management inWiMax is the size of its TEK identifier.

Currently a 2 bit number is used, which allows only four values (0 to 3) to be

represented. This causes the TEK identifier to wrap from 3 to 0 on every fourth

key, leaving stations open to replay attacks, in which an attacker could re-use

expired keys. To solve this issue, the TEK identifier’s size needs to be increased

to prevent wrapping. If the longest AK lifetime (70 days) and shortest TEK

lifetime (30 minutes) is considered, then 3360 different TEKs need to be

represented, which would require 12 bits be used for the TEK identifier [8].

Another issue is the TEK lifetime, which can be set anywhere between 30

minutes and 7 days, with a default of half a day. If DES in CBC mode is used

for encryption with the possible lifetime values, the security of the data may be

compromised. This is because DES in CBC mode becomes insecure after

operating on 2n/2 blocks with the same encryption key, where n is the block

size. Since DES uses a 64 bit block size, after 232 blocks the encryption will be

insecure. The time it takes to happen depends on the average throughput

between stations. Considering the high transfer rates WiMax offers and the

ability to choose a larger TEK lifetime, encryption insecurity is highly likely.

The introduction of AES in the IEEE 802.16e standard will help solve the

TEK lifetime issues. Unfortunately implementation of this standard is still a

way off, possibly leaving current deployments of WiMax insecure.
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8.9 Summary and further reading

This chapter dealt with the introduction of a new IEEE 802.16a standard,

popularly known as WiMax, as well as its security features. The chapter also

included references to recent papers that have appeared in theWiMax security

arena. Recently, wireless mesh networking, a most prominent application of

WiMax, is attracting significant interest from academia, industry, and stan-

dards organizations. With several favourable characteristics, such as dynamic

self-organization, self-configuration, self-healing, easymaintenance, high scal-

ability, and reliable services, wireless mesh networks have been advocated as a

cost-effective approach to support high-speed last mile connectivity and ubi-

quitous broadband access in the context of home networking, enterprise

networking, or community networking. Excellent references exist on WiMax

networks [10, 11] that can be used to get additional information on the

technology, protocols, and security.
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Glossary

AODV Ad-hoc on-demand distance vector (routing) protocol
CA A certificate authority is an authority in a network that issues and manages

security credentials and public keys for message encryption and decryption. As
part of a public key infrastructure (PKI), a CA checks with a registration authority
(RA) to verify information provided by the requestor of a digital certificate. If the
RA verifies the requestor’s information, the CA can then issue a certificate.

CRL A document maintained and published by a certification authority (CA) that
lists certificates issued by the CA that are no longer valid.

DES A widely used method of data encryption using a private (secret) key that was
judged so difficult to break by the US government that it was restricted for
exportation to other countries. There are 72 000 000 000 000 000 (72 quadrillion)
or more possible encryption keys that can be used. For each given message, the key
is chosen at random from among this enormous number of keys. Like other private
key cryptographic methods, both the sender and the receiver must know and use the
same private key.

DH TheDiffie–Hellmanmethod for key agreement allows two hosts to create and share
a secret key. Virtual private networks operating on the IPSec standard use the
Diffie–Hellman method for key management. Key management in IPSec begins
with the overall framework called the Internet security association and key
management protocol (ISAKMP). That framework contains the Internet key
exchange (IKE) protocol, which relies on yet another protocol known as OAKLEY
and uses Diffie–Hellman.

DSDV Destination-sequenced distance-vector (routing)
DSR Dynamic source routing
GPS Global positioning system
ICMP The Internet control message protocol, an extension to the Internet protocol

(IP). The ICMP supports packets containing error, control, and informational
messages. The PING command, for example, uses ICMP to test an Internet
connection.

IKE Internet key exchange is one implementation of ISAKMP. It is used to negotiate
and exchange keying material between entities in the Internet. For example, IKE
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can be used to establish the IPsec security association. In IKE the Diffie–Hellman
algorithm is used for the key exchange. Internet key exchange uses the same kind of
two-phase SA as ISAKMP. In the first phase, IKE SA is created and in the second
phase, keying information is changed and non-IKE SAs are established. The first
phase may take place in one of the two modes. One of these protects the identity and
the other doesn’t.

IPSec Adeveloping standard for security at the network or packet processing layer of
network communication. The IPSec standard provides two choices of security
service: authentication header (AH), which essentially allows authentication of
the sender of data, and encapsulating security payload (ESP), which supports
both authentication of the sender and encryption of data.

ISAKMP The internet security association and key management protocol is a key
exchange independent framework for authentication, SA (security association)
management, and establishment. It does not define the actual protocols to be
used. The ISAKMP uses a two-phase approach in establishing SAs. In the first
phase, the ISAKMP SA is established between the entities to protect the further
negotiation traffic. In the second phase, the ISAKMP SA is used to establish other
security protocol SAs, such as IPSec.

KeyNote Keynote is a simple and flexible trust management system that is designed
for small and large internet based applications. It is fast enough to be used even in
real time applications. It uses one easily human readable language to specify the
policies and credentials.

MAC A bit string that is a function of both data (either plaintext or ciphertext) and a
secret key, and that is attached to the data to allow data authentication. The
function used to generate the message authentication code must be a one-way
function.

MAC address AMAC address is used by the data link layer to deliver a frame to the
destination node. Medium access control addresses are also called hardware
addresses or NIC addresses, because this address is hard-coded into each NIC.
Each type of network hardware has its ownMAC addressing scheme. For example,
the Ethernet uses 48 bit hardware addresses assigned by the vendor.

Mandatory access control (alsoMAC) Mandatory access control is an added security
constraint enforced by a trusted operating system. It governs access to data,
devices, or networks based on their sensitivity levels and, as the name implies, is
mandated by the trusted operation system and cannot be changed or removed
by users.

MD5 MD5 was developed by Professor Ronald L. Rivest. The MD5 algorithm takes
as its input a message of arbitrary length and produces as its output a 128 bit
‘‘fingerprint’’ or ‘‘message digest’’ of the input. It is conjectured that it is
computationally infeasible to produce two messages having the same message
digest, or to produce any message having a given prespecified target message
digest. The MD5 algorithm is intended for digital signature applications, where a
large file must be ‘‘compressed’’ in a secure manner before being encrypted with a
private (secret) key under a public-key cryptosystem, such as RSA. In essence,MD5
is a way to verify data integrity, and is much more reliable than checksum andmany
other commonly used methods.
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MIB The set of variables or database that a gateway running network management
protocols maintains. It defines variables needed by the SNMP protocol to monitor
and control components in a network. Managers fetch or store into these variables.

PKI Public key infrastructure, a policy that establishes a secure method for
exchanging information within an organization, industry, or country. It includes
cryptography, the use of digital certificates and certificate authorities, and the
system for managing the process. A PKI enables users of a basically unsecure
public network, such as the Internet, to exchange data and money securely and
privately through the use of a public and a private cryptographic key pair that is
obtained and shared through a trusted authority.

PolicyMaker PolicyMaker is a trust management system. It is concernedwith defining
policies, credentials, and trust relationships. It uses a ‘‘safe’’ programming language
to define the trust relationships, credentials, and policies. It is designed to be flexible
enough to be used in large network applications and to integrate easily with the
existing protocols.

Private key In cryptography, a private or secret key is an encryption and decryption key
known only to the party or parties that exchange secret messages. In traditional secret
key cryptography, a key would be shared by the communicators so that each could
encrypt and decryptmessages. The risk in this system is that if either party loses the key
or it is stolen, the system is broken.Amore recent alternative is to use a combination of
public and private keys. In this system, a public key is used together with a private key.

Public key A public key is a value provided by some designated authority as a key
that, combined with a private key derived from the public key, can be used to
encrypt and decrypt messages and digital signatures effectively. The use of
combined public and private keys is known as asymmetric encryption. A system
for using public keys is called a public key infrastructure (PKI).

QoS On the Internet and in other networks, QoS is the idea that transmission rates,
error rates, and other characteristics can be measured, improved, and, to some
extent, guaranteed in advance. Quality of Service is of particular concern for the
continuous transmission of high-bandwidth video and multimedia information.

RSA One of the fundamental encryption algorithms or series of mathematical actions
developed in 1977 by Ron Rivest, Adi Shamir, and Leonard Adleman. The RSA
algorithm relies on the relative ease of finding large primes and the comparative
difficulty of factoring integers for its security. The RSA algorithm is a public key
cryptosystem for both encryption and authentication. It works as follows: take two
large primes, p and q, and find their product n¼ pq; n is called the modulus. Choose a
number, e, less than n and relatively prime to (p� 1)(q� 1), which means that e and
(p� 1)(q� 1) have no common factors except 1. Find another number, d, such that
(ed – 1) is divisible by (p� 1)(q� 1). The values e and d are called the public and private
exponents, respectively. The public key is the pair (n, e); the private key is (n, d ). The
factors p and qmay be kept with the private key, or destroyed.

SA A security association (SA) is a relationship between two or more entities that
describes how the entities will utilize security services to communicate securely. This
relationship is represented by a set of information that can be considered a contract
between the entities. The information must be agreed upon and shared between all
the entities.
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SASL The simple authentication and security layer (SASL) is a way to add
authentication support to connection-based protocols. To use SASL, the protocol
must include a command for identifying and authenticating the user to a server. The
protocol may also include optional negotiation of a security layer for the
subsequent protocol interactions. The command contains an argument that
identifies the SASL mechanism to be used. If the server supports this mechanism,
it initiates the authentication protocol exchange. This typically consists of changing
challenge response pairs between the client and the server. These are specific to each
protocol used. During the authentication protocol exchange the mechanism
performs authentication, transmits an authentication identity and negotiates the
use of a mechanism specific security layer. If a security layer is to be used, it is taken
into use immediately and all the subsequent data exchanges are encrypted.

STS The station-to-station protocol (STS) is the three-pass variation of the basic
Diffie–Hellman protocol. It allows the establishment of a shared secret key between
two parties with mutual entitiy authentication and mutual explicit key
authentication. The protocol also facilitates anonymity – the identities of A and B
may be protected from eavesdroppers. The method employs digital signatures.

TLS The transport layer security (TLS) protocol. The TLS protocol provides
communications privacy over the Internet. The protocol allows client–server
applications to communicate in a way that is designed to prevent eavesdropping,
tampering, or message forgery. The primary goal of the TLS protocol is to provide
privacy and data integrity between two communicating applications. The protocol
is composed of two layers: the TLS record protocol and the TLS handshake
protocol.

WEP The 802.11 standard describes the communication that occurs in wireless local
area networks (LANs). The wired equivalent privacy (WEP) algorithm is used to
protect wireless communication from eavesdropping. A secondary function of
WEP is to prevent unauthorized access to a wireless network; this function is not
an explicit goal in the 802.11 standard, but it is frequently considered to be a feature
of WEP. The WEP algorithm relies on a secret key that is shared between a mobile
station (e.g., a laptop with a wireless Ethernet card) and an access point (i.e., a base
station). The secret key is used to encrypt packets before they are transmitted, and
an integrity check is used to ensure that packets are not modified in transit. The
standard does not discuss how the shared key is established.

ZRP Zone routing protocol
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